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Abstract— In this work, we introduce the notion of Laplacian-
type class and derive a type covering lemma for the memoryless
Laplacian source (MLS) under the magnitude-error distortion
measure. We then present an application of the type covering
lemma to the lossy coding of the MLS. We establish a simple
analytical lower bound for the excess distortion exponent, namely,
the exponent of the probability of representing the source beyond
a given distortion threshold. It is noted that, by introducing the
Laplacian-type class, one can employ the classical method of
types to solve source coding and source-channel coding problems
regarding the MLS.

I. INTRODUCTION

It is well known that the method of types is a very useful
tool in information theory, particularly in Shannon theory,
hypothesis testing and large deviation theory (e.g., [2], [3]).
For a discrete memoryless source (DMS) with alphabet S
and a given rational probability mass function P , the type-
P class of k-length sequences s � (s1s2 · · · sk) ∈ Sk is the
set of sequences that have single-symbol empirical distribution
equal to P . Thus, by partitioning all sequences in Sk into
type classes where the number of distinct classes grows sub-
exponentially with k, the probability of a particular event
(the probability of error, say) can be obtained by summing
the probabilities of its intersections with the various type
classes which decay exponentially as the sequence length k
approaches infinity [2]. However, such type model, in the sense
of a common composition of single-symbol frequencies, can-
not be implemented to sequences with continuous alphabets.
When S is continuous, we need to find a counterpart to the
type classes which partition the whole source space Sk, while
keeping an exponentially small probability in k.

In [1, Sec. VI. A], a continuous-alphabet analog to the
method of types was studied for the memoryless Gaussian
source (MGS) by introducing the notion of Gaussian-type
classes. Given σ2 > 0 and ε ∈ (0, σ2), the Gaussian-type
class, denoted by T ε(σ2), is the set of all k-length sequences
s ∈ R

k such that
|sT s − kσ2| ≤ kε, (1)

where T is the transpose operation. Based on a sequence of
{σ2

i }∞i=1, the Euclidean space R
k can be partitioned using

(1), and it can be shown that for the zero-mean MGS, the
probability of each type defined by (1) decays exponentially
in k [1]. As a result, it is possible to apply the method of
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types, adapted to the continuous-alphabet setting, to solve
some source coding and joint source-channel coding problems
regarding the MGS ([1], [9]).

In this work, we extend the concept of Gaussian-type classes
[1]. Instead of using (1), we partition the whole Euclidean
space R

k by a sequence of sets

T ε(αi) �
{

s :

∣∣∣∣∣
k∑

i=1

|si| − kαi

∣∣∣∣∣ ≤ kε

}
, (2)

associated with a sequence of positive numbers {αi}∞i=1. We
call each set T ε(αi) a Laplacian-type class with respect to
αi, since the probability of each type class for a zero-mean
memoryless Laplacian source (MLS) decays exponentially in
k. Analogous to [1], we derive a type covering lemma (Lemma
3) under the magnitude-error distortion measure for Laplacian-
type classes. Similarly, we can easily adapt the method of types
to solve some source coding and joint source-channel coding
problems (e.g., bounding the excess distortion exponent and
source-channel excess distortion exponent with memoryless
Gaussian noise channels) regarding the MLS. Due to the
limited space, we only present an application of the type
covering lemma to the lossy coding problem.

In image coding applications, the Laplacian distribution is
often a good model to approximate the statistics of transform
coefficients such as discrete cosine and wavelet transform
coefficients ([7], [8]). Thus, it is of interest to study the
theoretical performance for the lossy compression of Laplacian
sources. In particular, we are interested in studying how fast
the probability that the distortion due to source coding exceeds
a certain tolerated threshold asymptotically decays to zero.
Applying the type covering lemma for the Laplacian-type
class, we establish a lower bound (see Theorem 1) for the
exponent of excess distortion for the MLS. Note that the
exponent of excess distortion for a general class of stationary
memoryless sources was recently obtained in [4], where the
exponent is expressed in Marton’s form [6] (in terms of a
minimized Kullback-Leibler divergence). We observe that our
lower bound is indeed identical to this expression, and is
therefore tight (see Corollary 1).

II. PRELIMINARIES

All logarithms and exponentials throughout this paper are
in natural base. E(X) denotes the expectation of the random
variable (RV) X . Φ(·) is the indicator function.



We consider an MLS PS with alphabet S = R, mean zero,
variance 2α2, and probability density function (pdf) PS(s) =
1
2α exp {−|s|/α} , s ∈ S, denoted by PS � L(0, α). Note
that for PS � L(0, α), EPS

|s| = α. We assume that the
distortion measure is the magnitude-error distortion given by
d(s, s′) � |s−s′| for any s, s′ ∈ R. The pdf for k-tuple source
symbols is hence given by

PSk(s) =
[

1
2α

]k

exp

{
−
∑k

i=1 |si|
α

}
, s ∈ Sk

and the distortion for any s � (s1, s2, ..., sk) ∈ R
k, s′ �

(s′1, s
′
2, ..., s

′
k) ∈ R

k is given by d(k)(s, s′) � 1
k

∑
i |si − s′i|.

For PS � L(0, α), the differential entropy and the rate-
distortion function (under the magnitude-error distortion mea-
sure) are respectively given by h(PS) = 1 + ln(2α) and
R(PS ,∆) = max

{
0, ln α

∆

}
. The Kullback-Leibler divergence

between two MLS P̂S � L(0, α̂) and PS � L(0, α) is equal
to D(P̂S ‖ PS) = α̂/α − ln(α̂/α) − 1.

Lemma 1: Let QS be an arbitrary pdf on S = R such that
EQS

|s| = α < ∞. Consider two MLS PS � L(0, α) and
P̃S � L(0, α̃). Then

1) h(QS) ≤ h(PS) with equality if and only if QS = PS ;
2) D(QS ‖ P̃S) ≥ D(PS ‖ P̃S) with equality if and only

if QS = PS ;
3) R(QS ,∆) ≤ R(PS ,∆) for any ∆ > 0 with equality if

QS = PS (‘only if’ holds when ∆ ≤ α).

III. LAPLACIAN-TYPE CLASSES AND TYPE COVERING

LEMMA

For given α > 0 and 0 < ε < α, a Laplacian-type class
T ε(α) is defined as the set of all k-vectors s ∈ R

k such that∣∣∣∑k
i=1 |si| − kα

∣∣∣ ≤ kε, i.e.,

T ε(α) �
{

s :

∣∣∣∣∣
k∑

i=1

|si| − kα

∣∣∣∣∣ ≤ kε

}
.

The (k-dimensional) conditional Laplacian-type class with
respect to s∗ = (s∗1 · · · s∗k) is defined by

T ε(α|s∗) �
{

s :

∣∣∣∣∣
k∑

i=1

|si − s∗i | − kα

∣∣∣∣∣ ≤ kε

}
.

Let V ol{A} �
∫

s∈A
ds be the volume of set A. As for the

case of Gaussian-type classes, we can bound the volumes of
the Laplacian-type class and the conditional Laplacian-type
class as shown in the following lemma.

Lemma 2: For any α > ε > 0 and any s∗ ∈ R
k, we have

V ol{T ε(α)} ≤ [2e(α + ε)]k,

V ol{T ε(α|s∗)} ≥
[
1 − α2

kε2

] (
2αe1− ε

α

)k
.

It can also be shown that the probability of the type class
T ε(α̃), for α̃ > 0, under the Laplacian distribution PS �
L(0, α) is bounded by the exponential function

PS(T ε(α̃)) ≤ exp
{
−k

(
α̃

α
− ln

α̃

α
− 1 + ζ(ε)

)}

where ζ(ε) → 0 as ε → 0. We next introduce the type covering
lemma for Laplacian-type classes.

Lemma 3: (Type Covering Lemma) Given α > 0 and κ > 0,
for sufficiently small ε and for sufficiently large k, there exists
a set C ⊂ R

k of size |C| ≤ exp{k[R(PS ,∆)+ζ(ε)]+κ} such
that every sequence in T ε(α) is contained, for some c ∈ C,

in the “cube” B(c,∆) �
{

s : 1
k

∑k
i=1 |si − ci| ≤ ∆

}
of size

∆ and centered at c, where R(PS ,∆) is the rate distortion
function of Laplacian source PS � L(0, α) and ζ(ε) → 0 as
ε → 0.

The proof of this lemma, relying on a random-coding and
geometric argument, is similar to the one proposed in [1], but
differs in choosing the suitable conditional type class for the
magnitude-error distortion measure.

Proof of Lemma 3: We start by assuming that α ≥ ∆ since
when α < ∆ the type T ε(α) is covered by the cube B(0,∆)
for ε sufficiently small (ε < ∆ − α), i.e., for α < ∆ and for
ε < ∆ − α there exists a code with size |C| = 1 that covers
T ε(α).

Construct a grid X(δ) of all vectors in the Euclidean space
R

k whose components are integer multiples of δ for some
small 0 < δ < ∆ (we set δ = ε in the following) and
consider the k-dimensional cubes of size δ, centered at the
grid points. Now we randomly (independently) choose M
vectors c(1), ..., c(M) in the set T ξ(α − (∆ − δ)) according
to the uniform pdf P (c) � 1/V ol

{
T ξ(α − (∆ − δ))

}
, where

ξ �
[
1 +
(
1 − ∆−δ

α

)2]
ε and

exp
{

k[R(PS ,∆) + ζ(ε)] +
κ

2

}
≤ M

≤ exp {k[R(PS ,∆) + ζ(ε)] + κ} . (3)

Define the set U(∆) by

U(∆) =
{

s ∈ T ε(α)
⋂

X(δ) :

1
k

k∑
j=1

|sj − c
(i)
j | > ∆ − δ, for all i = 1, 2, ...,M

}
.

Clearly, U(∆) is a set of all grid points in set T ε(α) which
are not covered by the codewords in C � {c(1), ..., c(M)} of
size M within distortion threshold ∆−δ. Now if we can show
that EP |U(∆)| < 1, where the expectation is taken under the
uniform distribution P (c), then there must exist a code for
which U(∆) is empty. For such code C, U(∆) is covered
by the union of cubes B

(
c(i),∆ − δ

)
, i = 1, 2, ...,M , which

then implies that, T ε(α) is entirely covered by the union of
cubes B

(
c(i),∆

)
. According to the above random selection

assumption,

EP |U(∆)|

= EP

 ∑
s∈T ε(α)

⋂
X(δ)

M∏
i=1

Φ

(
1

k

k∑
j=1

|sj − c
(i)
j | > ∆ − δ

)
=

∑
s∈T ε(α)

⋂
X(δ)

M∏
i=1[

1 − P

{
c(i) :

1

k

k∑
j=1

|sj − c
(i)
j | ≤ ∆ − δ

}]
. (4)



Now for each s ∈ T ε(α), we consider the conditional-type

class T ε
(
D − D2

α

∣∣∣(1 − D
α

)2
s
)

where D � ∆ − δ < α.

It can be readily verified that T ε
(
D − D2

α

∣∣∣(1 − D
α

)2
s
)

⊆
T ξ(α − D) and

T ε

(
D − D2

α

∣∣∣∣∣
(

1 − D

α

)2

s

)

⊆

c(i) :
1
k

k∑
j=1

|sj − c
(i)
j | ≤ D

 .

Since the codewords are distributed uniformly in T ξ(α−D),
applying Lemma 2 and recalling that δ = ε we have

P

c(i) :
1
k

k∑
j=1

|sj − c
(i)
j | ≤ D


≥

V ol
{
T ε
(
D − D2

α

∣∣∣(1 − D
α

)2
s
)}

V ol {T ξ(α − D)}
≥ exp

{
−k
[
ln

α

∆
+ ζ(ε)

]
+ o(k)

}
, (5)

where

ζ(ε) = − ln
∆ − ε

∆
+ ln

(
1 +

ε

α − D

)
+

ξα

D(α − D)

and o(k) = ln
[
1 − D−D2/α

kξ2

]
. Substituting (5) into (4) yields

EP |U(∆)|
≤ |T ε(α)

⋂
X(δ)|[

1 − exp
{
−k
[
ln

α

∆
+ ζ(ε)

]
+ o(k)

}]M
(6)

≤
[
2e(α + ε)

δ

]k

exp
{
−M exp

{
−k
[
ln

α

∆
+ ζ(ε)

]
+ o(k)

}}
, (7)

where (6) holds since each codeword is independently selected
and (7) follows from the inequality (1−x)M ≤ e−Mx and the
fact that the number of cubes in T ε(α) is bounded by the ratio
between the volumes of T ε(α) and of a cube δk. From (7)
we note that for sufficiently small ε (ε < D − D2/α), δ = ε,
and any given κ > 0, there exists a set of codewords with size
M of exponential order exp{k[ln(α/∆)+ ζ(ε)]+κ} (see (3))
such that |U(∆)| = 0 as k goes to infinity, which means that
there exists a code of such exponential size covering T ε(α)
within distortion ∆ for sufficiently large k. �

IV. APPLICATION TO THE LOSSY SOURCE CODING OF THE

MLS

The lossy source coding theorem (e.g., [2], [6]) for a DMS
with distribution Q states that only R(Q,∆)+ε bits per source
symbol are needed to reproduce the source within the distor-
tion threshold ∆ with arbitrarily small probability of exceeding

the distortion threshold ∆, i.e., the probability of representing
the source with a distortion larger than ∆ asymptotically
vanishes with the coding blocklength. The source coding
excess distortion exponent describes the asymptotic behavior
of the smallest possible probability of excess distortion as a
function of the coding rate. In this section, we investigate the
excess distortion exponent for the MLS.

A (k,M) block source code for an MLS PS is a
pair of mappings: fk : R

k −→ {1, 2, ...,M} and ϕk :
{1, 2, ...,M} −→ R

k. The probability of exceeding a given
distortion threshold ∆ > 0 for the code (fk, ϕk) is given by

P∆(k,M) �
∫

s:d(k)(s,ϕk(fk(s)))>∆

PSk(s)ds. (8)

We call P∆(k,M) the probability of excess distortion. The
code rate is defined by

R(k,M) � 1
k

ln M bits/source symbol.

Definition 1: For any R > 0 and ∆ > 0, the excess
distortion exponent F (R,PS ,∆) of the MLS PS is defined
as the largest number e for which there exists a sequence of
k-length block codes (k,M) with

e ≤ lim inf
k→∞

−1
k

ln P∆(k,M) (9)

and
R ≥ lim sup

k→∞

1
k

ln M. (10)

In the following we determine the excess distortion expo-
nent F (R,PS ,∆).

Theorem 1: For the MLS PS ∼ L(0, α) and distortion
threshold ∆, the excess distortion exponent satisfies

F (R,PS ,∆) ≥ max
{

0,
eR∆
α

− ln
eR∆
α

− 1
}

. (11)

Remark: Clearly, this lower bound is nontrivial (positive) if
R > R(PS ,∆).

Sketch of Proof: For a given ε > 0 small enough, we parti-
tion the whole source space R

k by a sequence of Laplacian-
type classes

Ti � T ε(2iε) =

{
s :

∣∣∣∣∣
k∑

i=1

|si| − 2kiε

∣∣∣∣∣ ≤ kε

}
,

for i = 1, 2, · · · , and the set T0 �
{

s :
∑k

i=1 |si| ≤ kε
}

.

We employ a ∆-admissible quantizer γ
(i)
k : Ti → Ci to

encode each source message s ∈ Ti into c � γ
(i)
k (s) such

that d(k)(s, c) ≤ ∆, where Ci ∈ R
k is the codebook of γ

(i)
k

associated with Ti, i = 0, 1, 2, · · · . For T0, there exists a
∆-admissible quantizer with code size 1, since trivially, we
can encode all the sequences in T0 into 0. For Ti (i ≥ 1),
the type covering lemma (Lemma 3) ensures the existence
of such a quantizer γ

(i)
k for each Ti with code size |Ci| ≤

exp{k[R(P (i)
S ,∆) + ζ(ε)] + o(k)}, where P

(i)
S ∼ L(0, 2iε),

ζ(ε) and o(k) stand for some high order terms that o(k) → 0
as k → ∞ and ζ(ε) → 0 as ε → 0. Next we employ a lossless



source code (f̂k, ϕ̂k):f̂k :
⋃∞

i=0 Ci −→
{
1, 2, ..., �ekR�

}
and

ϕ̂k :
{
1, 2, ..., �ekR�

}
−→

⋃∞
i=0 Ci, and reproduce the source

message ĉ.
Under the above coding scheme (the concatenation of the

∆-admissible quantization and the lossless source coding), the
probability of excess distortion is bounded by

P∆(k,M) =
∞∑

i=0

∫
s∈Ti:d(k)(s,̂c)>∆

PSk(s)ds

≤
∞∑

i=0

∫
s∈Ti :̂c�=c

PSk(s)ds

=
∞∑

i=0

∑
c∈Ci :̂c�=c

PSk(Ti)P
(i)

Sk (c)︸ ︷︷ ︸
P (c)

, (12)

where

P
(i)

Sk (c) � 1
PSk(Ti)

∫
s∈∈Ti:γ

(i)
k (s)=c

PSk(s)ds.

We note that (12) is exactly the probability of error for the
lossless coding of the DMS with countable alphabet

⋃∞
i=0 Ci

and distribution P (c) � PSk(Ti)P
(i)

Sk (c) (the distribution of
the output of the ∆-admissible quantizer). Thus, there exists
a sequence of lossless source codes (f̂k, ϕ̂k) such that the
probability of error is bounded by (see, e.g., [5, Ch. 5])

P∆(k,M) ≤ exp{−ke(R,P ) + o(k)}
for k sufficiently large, where e(R,P ) is the lossless source
coding error exponent for P (c) and here is given by

e(R,P )

= max
ρ≥0

[
ρR − 1 + ρ

k
ln

∞∑
i=0

PSk(Ti)
1

1+ρ

∑
c∈Ci

P
(i)

Sk (c)
1

1+ρ

]
and o(k) stands for a generic term that vanishes as k → ∞.
By Jensen’s inequality and the type covering lemma (Lemma
3), the sum over each Ci can be bounded by∑

c∈Ci

P
(i)

Sk (c)
1

1+ρ ≤ |Ci|
ρ

1+ρ

≤ exp
{

ρ

1 + ρ
[kR(P (i)

S ,∆) + ζ(ε)] + o(k)
}

.

Note also that the probability of each Ti (including T0) is
bounded by

PSk(Ti) ≤ exp{−k[D(P (i)
S ‖ PS) + ζ(ε)]} i ≥ 0.

Finally, using the fact [1] that

lim
k→∞

1
k

ln
∞∑

i=0

exp [k(ln(Ai + B) − Ci) + o(k)]

= sup
i

[ln(Ai + B) − Ci], (13)

where A, B, and C are positive reals, and letting ε → 0, we
can further lower bound e(R,P ) by

e(R,P ) ≥ eR∆
α

− ln
eR∆
α

− 1.

Therefore, we have demonstrated the existence of a sequence
of concatenated lossy source codes (f̂k ◦ γ

(i)
k , ϕ̂k) such that

P∆(k,M) ≤ exp
{
−k

[
eR∆
α

− ln
eR∆
α

− 1
]

+ o(k)
}

for k sufficiently large. �

Corollary 1: The lower bound given in (11) is tight, i.e.,

F (R,PS ,∆) =
eR∆
α

− ln
eR∆
α

− 1 (14)

if R > ln max{α/∆, 1}; Otherwise, F (R,PS ,∆) = 0.

Proof: It is known from [4] that for the MLS source PS ∼
L(0, α) and distortion threshold ∆,

F (R,PS ,∆) = inf
QS :R(QS ,∆)≥R

D(QS ‖ PS), (15)

where the infimum is taken over all distributions QS defined
on R. It suffices to show that (15) is indeed identical to our
lower bound (11).

Consider the pdf QS defined on R which is absolutely
continuous with respect to PS and satisfies R(QS ,∆) ≥
R. Suppose the expectation E|s| under QS is equal to γ.
According to Lemma 1, the Laplacian pdf P ∗

S � L(0, γ)
satisfies D(P ∗

S ‖ PS) ≤ D(QS ‖ PS) and R(P ∗
S ,∆) ≥

R(QS ,∆) ≥ R. Therefore,

inf
QS :R(QS ,∆)≥R

D(QS ‖ PS)

= inf
P∗

S�L(0,γ):R(P∗
S ,∆)≥R

D(P ∗
S ‖ PS)

=
{

γ∗

α − ln γ∗

α − 1 for R > R(PS ,∆),
0 otherwise,

where γ∗ is determined by R = ln(γ∗/∆). This is exactly the
exponent F (R,PS ,∆) given by (14). �
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