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Abstract— We consider the transmission of a bivariate Gaus- g
sian source S = (S1,S2) across a power-limited two-user o
Gaussian broadcast channel. Usei (i = 1,2) observes the Bi-variate| ., | Encoder
transmitted signal corrupted by Gaussian noise with power Source | &

o? and wants to estimateS;. We study hybrid digital-analog
(HDA) joint source-channel coding schemes and analyze these
schemes to obtain achievable (squared-error) distortion regions  Fig. 1. Broadcasting a bivariate Gaussian source over aisgo-power-
Two cases are considered: 1) source and channel bandwidths limited Gaussian broadcast channel.

are equal, 2) broadcasting with bandwidth compression. We L : . :
adapt HDA schemes of Wilsonet al. [1] and Prabhakaran Our _System_ model IS |IIu_strated_ n F'g_' 1. We aim to
et al. [2] to provide various achievable distortion regions for ~ determine achievable distortion regions using HDA schemes

both cases. Using numerical examples, we demonstrate that for two cases; 1) the source bandwidth equals the channel
for bandwidth compression, a three-layered coding scheme bandwidth, 2) broadcasting with bandwidth compression.
consisting of analog, superposition, and Costa coding performs 14 our knowledge, apart from [12] in which Bross al.

well compared to the other provided HDA schemes. In the case o ;
of matched bandwidth, a three-layered coding scheme with an analyzed uncoded transmission for broadcasting corckelate

analog layer and two layers, each consisting of a Wyner-ziv Gaussian sources, no explicit distortion-regions havenbee
coder followed by a Costa coder, performs best. established in the literature for broadcasting correl&@ads-

sian sources. We are also not aware of any prior work on
HDA schemes for broadcasting correlated Gaussians either
This paper considers broadcasting correlated Gaussiaghen the source and channel bandwidths are equal or when
sources and aims to characterize mean squared-error (MStrkre is a bandwidth mismatch. Note that the source-channel
dis_tortion pairshtrg)a_tda(rjg §irr|1ultar|1eou(|s_l|)|/D Z;:hie\égble atr:lWO separation theorem does not hold in broadcasting corcelate
ceivers using hybrid digital-analog coding schemesggyrces.
It is kn(_)wn that the separate design Of_ source and chan- We considerlIbrggggz;slztmngTEi'\\ﬂlgr’\igte Gaussian source
nel coding due to Shannon does not in general lead tg.,qq 4 two-user power-limited Gaussian broadcast channe
the optimal performance theoretically attainable (OPTA) i Useri (i — 1,2) receives the transmitted signal corrupted
networks. On the other hand, for the point-to-point trans;-by Gaussian noise with power? and wants to estimate
mission of a single Gaussian source through an additiVﬁ1e ith component of the sourcé. We assuafe> o2 and
white Gaussian noise (AWGN) channel it is well known call user 1 the weak user and user 2 the strong user. Let
that if the channel and source bandwidths are equal, simpl

N hi | §1 and S, be correlated Gaussian random variables and
uncodgd transmission achieves QPTA. Uncoded (pr analog) {(S1(t), S2(1))}2°, be a stationary Gaussian memoryless
transmission in this case (and in the rest of this pape =

rQ/ector source with marginal distribution that (@, S»). We

means scaling the encoder input subject to the chann%gsume thass; (t) and S»(t) have zero mean and variance

power constraint and transmitting it without explicit chah U?SH and 0%2' respectively, and correlation coefficiente

coding. In order to exploit the advantages of both analoqs 1)

transmission and digital techniques, various HDA scheme V\}e .represent the first, source samples by the data
have been introduced in the literature, see e.qg., [1], 8] sequencesS? = {S1(1),8,(2),---,Si(n)} and Sy =

Broadcasting a single memoryless Gaussian source und%Q(l) S5(2),---,Sa(n)}, respectively. The system_ is

bandwidth mismatch using HDA schemes is considered Rhown in Fig. 1. The source sequendsand sy are jointly
[5], [8]. Brosset al. [10] show that there exists a continuum encoded taX™ = ¢ (S, S3), where the encoder function is
of HDA schemes with optimal performance for the trans- ¢ e formg : R” x R;L ~. R™. The transmitted sequence
mission of a Gaussian source over an average-power-limiteg . ;o average-power limited t& > 0, i.e.,

Gaussian channel with matched bandwidth. Tian and Shamai

I. INTRODUCTION

[11] generalize this result to the mismatched bandwidtle cas 1 Z E [\X(t)ﬂ <P 1)
Broadcasting a Gaussian source with memory is analyzed in (L
[9]. User i observes the transmitted signal(¢) corrupted by

_ _ _ Gaussian nois¥; (¢) with powers? so that each observation
*This work was supported in part by a Postdoctoral Fellowshom y

the Ontario Ministry of Research and Innovation (MRI) andthg Natural time ¢ =1,2,3,... receiveri observes
Sciences and Engineering Research Council (NSERC) of @anad Yi(t) = X () + Vi(b), 1=1,2 (2)
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where theV(t) ~ N(O,a?) are independently distributed the second layer, while the second layer of the scheme in
over ¢ andt, and are independent of th&(¢). Based on [1] employs an HDA Costa coder (which will be explained
its channel outpul;”, useri provides an estimatéi-n = in Section IV-A). Block diagrams of the encoder and the
¥; (Y*), wherey; : R* — R" is a decoding function. decoder are shown in Fig. 2. The first layer is the analog
The quality of the estlmate is measured by the averagg ansmission layer. Her&, (1) = a Z a;

MSE distortionA; = 1E[Z 19:(t) — Si(t)[2]. Let 7™ (P)
Fa . This layer is meant for both strong and

denote all encoder and dtecoder functi¢psiyy , ¢2) defined Var( 3 a.Si(1)
as above. For a particular coding schefge,1,), the
performance is determined by the channel power constrai n th ql the first ¢ of th
P and the incurred distortiond; and A, at the receivers . . n the second fayer, the nrs componen ot the source
For any given power constraii® > 0, the distortion region is first Wyner-Ziv coded at rate?, = 2 log(1 + P, +a z)

D is defined as the convex closure of the set of all distortior/SiNg @n estimate of* at the receiver as side information.
pairs (D, D) for which (P, Dy, D,) is achievable, where The Wyner-Ziv index,m; & {1,2,- 2"}, is then en-

a power-distortion paifP, D, D,) is achievable if for any ~coded using Costa’s “dirty paper” codmg treating the agalo
§ > 0, there existsuo () such that for any, > ng () there transmission layerX, as an interference. Ldt; be an
exists (o, ¥1,1,) € Fn) (P) with distortionsA; < D; + 6 auxiliary random variable given by; = X; + a1 X,, where

Si(t), wherea =

'Weak users Now fi¥?, and P, to satisfyP = P,+ P, + P».

(i=1,2). X1 ~N(0,P) is independent ofX, ~ N(0, P,) and the
scaling factory; is set to bem We generate a length

IIl. DISTORTION R.EG-IONS WITH MATCHED BANDWIDTH n iid. Gaussian codeboal; with 2n[(U1;y1) codewords,

A. Uncoded Transmission where each component of the codeword is Gaussian with

In [12] for the above problem an achievable distortionzero mean and varianc®, + aiP,, and each codeword is
region is obtained based on analyzing the uncoded transhen randomly placed into one ar#: bins. Leti(U7) be
mission in broadcasting a bivariate Gaussian source. #n thithe index of the bin containing?. For a givenm, we look
approach, a linear combination of both components of dor anU? such that(U}*) = m; andU}* and X are jointly
bivariate Gaussian source is transmitted across a powetypical. Then, we transmik? = U* — a; X? , whereU7
limited Gaussian broadcast channel The transmitted lsign& meant to be decoded by the weak user.

can be expressed as In the third layer, which is meant for the strong user,
dz (3) the second component of the soursg, is also Wyner Ziv
i=1 coded at rateR, = 3 log(1 + = B2) using the estimate a$}
whereé = P a; >0 andVar(i aiS;(t)) = at the receiver as S|de information. The Wyner-Ziv index,
Var( Y a:Si(t)) i=1 mo € {1,2,-- ,2"R2}, is then encoded using digital Costa

i=1

coding that treats botiX?" and X7* as interference and uses
jpower P,. Let Uy be an auxiliary random variable given
by Uy = X5 + OQ(X + Xl) where X5 ~ N(O PQ) X1
and X, are independent from each other angd= 5 P2
Yi(t) = Xo(t) + Vi(t) = &Zaisz‘(t) + Vi(t). (4) Here we also create a lengthi.i.d. Gaussian codebodﬁg
with 271(U23¥2) codewords, where each component of the
By evaluating the resuling MSE distortion, the set of¢odeword is Gaussian with zero mean and variafige-
simultaneously achievable distortion pairs at two usees ar®3(Pa + P1) and (randomly) evenly distribute them over
as follows: 2”R2 bins. Leti(UZ) be the index of the bin containing
U3 . For a givenms, we look for anU3 such that(U) =
, 4,7 =1,2, j#£1 mg and (U, X7, X7') are jointly typical. Then, we transmit
(5) X7 =U—ao(XP+XT). As snhownTiLn Fig.n2.(a),we merge
Itis shown in [12] that the uncoded scheme is optimal belowf!l three layers and transmi Xg + X7+ X5
a certain SNR-threshold. An achievable distortion-region can be obtained by vary-
ing P,, P, and P, subject toP = P, + P, + P,. For a
B. Joint Source-Channel Coding Schemes given P,, P, and P;, the achievable distortion pairs can be
In our schemes, we will closely follow the notation and computed as follows. At the receiver (Fig. 2.(b)), an estena
code constructions in [1]. Here we only give a high-levelOf the first component of the sourcéy, is first obtained
description and analyses of the schemes without detailefiom the analog layer. This estimate acts as side informatio
proofs. In particular, in many steps of the analysis we treathat can be used in refining the estimateSgffor the weak
finite-blocklength coding schemes as idealized systents witUser using theR, decoded Wyner-Ziv bits (obtained by
asymptotically large blocklengths. the Costa decoder of the second layer). Sifite equals
1) Layering with Analog and Costa Coding: This coding the capacity of the channel with known mterference at the
scheme has three layers and is similar to the scheme Bncoder only.l(Ui;Y1) — I(Uy; Xo) = 5log(1 + 52),
[1] for broadcasting a single memoryless Gaussian sourcéh€ distortion in estimatingsy" at the weak user is given
The only difference between the two schemes is that wéy the Wyner-Ziv distortion-rate functior);2 231, where
use a Wyner-Ziv encoder followed by a Costa encoder inD; = E[(S; — E[S1]Y1])?] is the (idealized) MMSE from
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aio%, +a30%, +2a1a2p05,05,. The scale factof is chosen
such that the channel power constraint is satisfied wit
equality. The received signal at receivieis then given by

2
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. M 0 :
b n b = Analog Transmission

o Xd '*...\- = = =Analog, Superposition and Costa Coding
b -0.5f ~% =, [~ Analog and Costa Coding
—~ -1r
SF ‘Wyner—Ziv m Costa ‘ X; Xn o
| Encoder 1 Encoder 1| ~
Bi-variate o -15f
o
" . o
Source Sz ‘Wyner—ziv m, Costa in S ol
| Encoder 2 Encoder 2
(a) Encoder —25)
MMSE
Vn Estimator 1 ’_36 _é _2; _é _é _i
1 n N 10log. ., (D.)
A\Yl Costa Uln Wyner-Ziv sn ) ) ) ) ) 02 ) o )
X" N Decoder 1 Decoder 1 Fig. 3. Distortion regions in broadcasting a bivariate seuwith the
y" ~n correlation coefficienp = 0.2.
2 costa | U [ wyner-ziv /S\zn
Vﬁ/ Decoder 3 DE“T’“E“Z powers(1— \)P; and APy, respectively. Since we require a
2 ~ .
cosa 10" Mmse rate of one channel use per source symbol, and the Gaussian
|| Decoder 1 Estimator 2 source is successively refinable, by combining the Wyner-Zi
! rate-distortion function with the pair of achievable rates
(b) Decoder a broadcast channéR’ , R, ), the corresponding achievable
" "
Fig. 2. Broadcasting a bivariate sourGs}', S') by adopting the layering ~ distortion pairs are [4]D3272%1 and D;2~2F:  where D}
scheme with analog and Costa coding layers in [1]. is given in (6). The coding scheme in the third layer is simila

. ) i to that in the previous scheme.
the receivedyy". So the overall distortion seen at the weak The final distortion in estimating? at the weak user is

—1
user can be expressed Bs = D? (1 + D ) , where " D*
P o ! Patoy , Dy = Dj27%h = (1;)& . (8)
D g Qo rayosos)? o L+ SR R
1 = 05 — : _ . .
! Py+Pi+ Py +o07f At the strong user, first an estimate of the first component

Then, an estimate ofy can be determined from the first of the source can be obtained within distortion

and the second layers. This estimate acts as side infonmatio , Dro—2R; D
for estimatingSy (for the strong user) from th&, decoded Di, = D272 = = i o
Wyner-Ziv bits. Here, againR, equals the capacity of the 1+ P,+Py+03 1+ Po+Py+03

channel with known interferenc&l’ and X7, at the enc};}oder Then we obtain an estimate 6% from the above estimate
. ’ 1

only, i.e., Ry = I(U;Y2) —1(Uz; Xa, X1) = 5log(1+33).  of S7 with the following distortion:

Thus, the distortion in estimatingy at the strong user is .

given by the Wyner-Ziv distortion-rate functiom);2—2, D; =032, (1 —p? (1 - 212>) - 9)

where D3 is the MMSE from the received’y* and the 95,

decodedU7*. So the overall distolrtion for the strong user This estimate ofSy acts as side information in refining

is given by Dy = D3 (1 + %)* , where Dj = 0%2 _  the estimatg of5y (for the str_ong pser) using the decodgd
2 Wyner-Ziv bits. The overall distortion for the stronlg user i

FgT;lrg, . . . . -
estimatingS% is thus given byD,; = D} (1 + 53) )
a(aso?, +a1pos,os,) : ) 95
5= S N 3) Numerical Example: We transmitn samples of a

ara(azog, +a1p0s,0s,) ivariate Gaussian source with the covariance mafrix

and 0.2 1 in n uses of a power-limited broadcast channel
) .
T, = PatPitPto; Pitonly , 7 to two users with observation noise varianegs= —5dB
2 P, +aP, P, +a?P, (7) :

1 1ta 1 1ta ando? = 0dB, respectively. The two-user broadcast channel

2) Layering with Analog, Superposition and Costa Cod-  has the power constraift = 0dB. The boundaries of the
ing: This scheme also has three coding layers: analoglistortion regions for the schemes presented in this sectio
superposition, and Costa coding. In the second layer, ware shown in Fig. 3. We observe that the layering with analog
have two merged streams, similar to the case of broadcastiigansmission and Costa coding outperforms all other JSCC
a single memoryless source over a broadcast channel [4chemes, including analog transmission.

[13]. The first component of the source is broadcasted to
two users. The first source encoder is an optimal Wyner-ziv V. DISTORTIONREGIONS WITHBANDWIDTH

1 1=NP ), and the COMPRESSION

encoder with rater, = 1 log(1+ 5 rprse

second source encoder is an optimal V\/yner-Ziv encoder for We next consider the problem of broadcasting a bivariate

the residual error of the first encoder with rate — R =  Gaussian source with 2:1 bandwidth compression. We want
3 log(1+ Pa%ilag)' Then, we encode the Wyner-Ziv bits to transmitk = 2n samples of a bivariate Gaussian source

with capacity-achieving channel codes and transmit with(S¥, S%) in n uses of a power-limited broadcast channel to
2787
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user is [1]:
Di="Dn+0="D1 =Dy + 2D (10)
1=2Pn R )P = Pt g,
where Dy, (j = 1,2), the MMSE distortion in estimating
S S,z [ Hybrid Digitai-Analog | %1 | 4 X" Sy from Yy* and U7, is given by
Bi-variate (HDA) Costa Encoder N ’
2 T -1
Source | ok k-n i ' n Dy = 05, — FlelHDAl_‘lJW
S S, [wyner-ziv Costa | X,
Encoder || Encoder where
k=2n
I = a(a10%, + azpos,os,) Lo 0
Fig. 4. Broadcasting a bivariate sour¢&f, S5) with bandwidth com- 11 = aro(a103, + azpos,os,)|’ 12 = K1U?q )
pression using a three-layered coding provided in [1]. ! ! (11)

two users. The two-user broadcast channel has the powgpd

constraint P. We split both components of the bivariate _[Pa+ P+ P +o0f P +a1 P,
Gaussian source into two equal length parts, i.e., we split 2% [ P+ a1 P, P +aiP, +K120?J
2n samples of each source vectsf” into two vectors of

Then, an estimate aof¥ is obtained from the first and the
lengthn: S, and S7,. 2

second layers. This estimate acts as side information for
estimatingS, (for the strong user) using the decoded Wyner-
A. Layering with Analog, HDA Costa and Costa Coding Ziv bits. The strong user estimates the second component

: o . . of the sourceSy = (S5,S%,) from Y, the decoded/
This scheme is introduced in [1] for broadcasting a mem- 2 = (55:52,) 2 !

orviess Gaussian source with bandwidth compression: s and U3'. Hence the overall distortion for the strong user is
Fié. 4. In the first (analog) transmission layer alﬁwear bbr,n egejven by Dz = -%Dm- * %D2-2’ where Dy, U . 1,2), the

; ) S § ) distortion in estimatingSy ., is determined via the Wyner-
nation of the first. samples of the bivariate Gaussian source,;, jistortion-rate functio’rj]:
components are scaled such that the power of the trans-
mitted signal in this layetX?* becomesP,. Here X, (t) = P\

2 h 7 Dyj = (0%, = T3 55 pal2;) <1 + 2) ;
Ozi; a;S;1(t) wherea = \/afogl+a§0§2+2a1azpaslcrs2' 05
In the second and the third layers, we work on thewhere
remainingn samples of the source components, i, Lo — [ a(axo?, + a1pos,os,) } B 0

21 — ) 122 — |: J

and S3,, respectively. In the second layer, we apply the aa(azog, + a1pos, os, Kipos,0s,|’
HDA Costa coding, presented in [1], t8f, in order to (12)
produceX " with power P;. Here, the source is not explicitly and

quantized and it appears in an analog form in the transmitted P,+ P+ P, + 02 P, +a,P,

signal [1]. LetU; be an auxiliary random variable given Y2rpa = [ P, +a,P, P, + 2P, + K202 }
by Uy = X; + a1 X, + K1 512, where X; ~ N(0, Py), !
X, ~ N(0,P,), and S , are independent of each other, B. Layering with Analog and Costa Coding

_ Py 2 _ p} i
o1 = 552, and K7 = ——1———. As in [1], we .
1™ Prapato? L (PitPato?)o?, [ Here, we also use three coding layers and they are the

generate a random i.i.d. codebddk with 2"#1 codewords, same as the ones in Section IV-A, except for the second
where each component of each codeword is Gaussian willyer. In the second layer, thesamples of the second half

zero mean and variancB, + aiP, + Kio% and Ry =  of the first component of the sourcéy,, are quantized at
%log(%). For givenS;', and X7, we find a rate R} = 1 log(1+ P;ilg%). The quantization index is then
U7 such thath{L,S{ﬁQ,X]}) is joinﬂ)’/ typical and transmit encoded using Costa coding that trea§ as interference
Xp=U — oy X — K1 S7,. and uses powepP;. Therefore, we transmiX = U —

In the third layer,n samples of the second componenta1X;', wherea; = p—rl-—s. We merge all three layers
of the source,Sy, are Wyner Ziv coded at rat&®, =  and transmitX™ = X'+ X7' 4+ X'

3log(1+ £%) using the estimate of]', at the receiver as At the receiver, the weak user estimafgs = (S}, S7'»)
side information. The Wyner-Ziv index is then encoded usingdy MMSE estimation from the received signe}® and the
Costa coding that treats boffy? and X7 as interference and decodedU7'. Thus the overall distortion seen at the weak
uses powe, = P— P, — P;. The code construction as well user is given by

as the encoding and decoding procedures are analogous to 1 1 o2
the ones described in Section IlI-B.1. Therefore, we trahsm Dy = 5 (%, —THY7'Th) + 5%, (13)
X7 =U — ag(X2 4+ X7). We merge all three layers and 1+ Prt+o?
transmitX™ = X' + X7 + X3'. wherel';; is given in (11) and

At the decoder, we look for aly{* that is jointly typical 9
with Y{*. The weak user estimate$f = (S7,S7,) by 1, = [Pt Pt Ptor Pitaih,

5 .
MMSE estimation from the received signal” and the Pt ok, Pitail,
decodedU7'. Thus, the overall distortion seen at the weakThe strong user estimates the second component of the
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sourceS3" = (85153 5) within the overall distortion We observe that the layering with analog, superposition

.D2 (0’%2 — FQTngll"gl) 0

1 2 2 DTQ P2 !
— 1— ) 14+ ==
*2(’52( ”( T

(14)
whereT'y; is given in (12),T is provided in (7) and

2
O'Sl

= ==Analog and Costa Coding
—— Analog, HDA Costa and Costa Coding
‘‘‘‘‘ Analog, Superposition and Costa Coding

[N

*

Di, = 5 .
L R
C. Layering with Analog, Superposition and Costa Coding

Analogously to the previous coding schemes, this schem
is three-layered with its layers identical to the ones pre-
sented in Section IV-A, except for the second layer. In the
second layer, as in Section IlI-B.2, we use two merged
streams. The second part of the first component of the
source, ST ,, is broadcasted to two users. The first sourcerig. 5.  Distortion regions of different HDA coding schemeg;s®m
encoder is an optimal source encoder with rétg —  Parameters ar® = 0dB, o = —5dB andoj = 0dB.
UMy "and the second source encoder is

-15

-2.4 -2.2
10 Iog10 (Dz)

-2.8 -2.6

and Costa coding of Section IV-C outperforms all other

i 9 P P Echemes in both cases. When the source components are
with rate Ry — Ry = 3 log(1+ 575 1-7). Then, we encode  phigh\y correlated, layering with analog, HDA Costa, and
the quantization bits with capacity-achieving channelesod costa coding scheme performs better than the layering with
and transmit the resulting streams under powers \) P, analog and Costa coding scheme; however, the two two

and APy, respectively.

schemes perform similarly for small values of the correlati

The weak user forms an MMSE estimate&ff* with the  coefficient.
following distortion:
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