
Solutions 07
1. For any field 𝐾, let 𝐾((𝑥)) be ring of formal Laurent series with coefficients in 𝐾:

𝐾((𝑥))∶= {
∞
∑
𝑖=𝑚

𝑎𝑖𝑥𝑖
||| 𝑎𝑖 ∈ 𝐾, 𝑚 ∈ ℤ}

where the ring operations are defined as in the ring of formal power series 𝐾[[𝑥]].
Prove that the commutative ring 𝐾((𝑥)) is isomorphic to the fields of fractions for
the domain 𝐾[[𝑥]].

Solution. It suffices to prove that every nonzero element 𝑓 in the field of fractions
𝐾[[𝑥]]⟨0⟩ may be written uniquely as 𝑓 = 𝑥𝑚 𝑔 where 𝑚 is a integer and 𝑔 in 𝐾[[𝑥]]
has order 0.
(existence) Let 𝑓 = 𝑝/𝑞 where 𝑝 and 𝑞 are nonzero elements in 𝐾[[𝑥]]. It follows

that 𝑝 = 𝑥𝑗 𝑢 and 𝑞 = 𝑥𝑘 𝑣 for some nonnegative integers 𝑗 and 𝑘 and some
formal power series 𝑢 and 𝑣 having order 0. An element of 𝐾[[𝑥]] is unit if and
only it it has a nonzero constant term. Since the formal power series 𝑢 and 𝑣 are
units, we have 𝑓 = 𝑥𝑗−𝑘𝑢𝑣−1 where 𝑗 − 𝑘 ∈ ℤ and 𝑢𝑣−1 is a formal power series
having a nonzero constant term.

(uniqueness) Suppose that 𝑓 = 𝑥𝑚 𝑔 and 𝑓 = 𝑥𝑛 ℎ for some integers 𝑚 and 𝑛 and
some formal power series 𝑔 and ℎ having a nonzero constant term. It follows
that 𝑥𝑚−𝑛 = ℎ𝑔−1 is a formal power series of order 0, so 𝑚 = 𝑛 and 𝑔 = ℎ. □

2. Let 𝑅 be a commutative ring. Consider the derivative operator 𝐷∶ 𝑅[𝑥] → 𝑅[𝑥]
defined, for any polynomial 𝑓∶= 𝑎𝑛 𝑥𝑛 + 𝑎𝑛−1 𝑥𝑛−1 +⋯+ 𝑎1 𝑥 + 𝑎0 in 𝑅[𝑥], by

𝐷(𝑓)∶= (𝑛𝑎𝑛) 𝑥𝑛−1 + ((𝑛 − 1)𝑎𝑛−1) 𝑥𝑛−2 +⋯+ 𝑎1 .
i. Prove that the operator 𝐷 is an 𝑅‑linear map: for any 𝑟 and 𝑠 in the coefficient

ring 𝑅, and any 𝑓 and 𝑔 in the polynomial ring 𝑅[𝑥], we have

𝐷(𝑟𝑓 + 𝑠𝑔) = 𝑟𝐷(𝑓) + 𝑠𝐷(𝑔) .
ii. Prove that the operator 𝐷 satisfies the Leibniz product rule: for any 𝑓 and 𝑔 in

the polynomial ring 𝑅[𝑥], we have

𝐷(𝑓𝑔) = 𝐷(𝑓) 𝑔 + 𝑓𝐷(𝑔) .
iii. Let 𝑓 be a polynomial in 𝑅[𝑥]. Assume that 𝑧 in 𝑅 is root of 𝑓 having multi‑

plicity 𝑚 with 𝑚 ⩾ 1. Prove that 𝑧 is also a root of the derivative 𝐷(𝑓) having
multiplicity at least 𝑚− 1. Moreover, when the product 𝑚1𝑅 is invertible in 𝑅,
prove that 𝑧 is a root of the derivative 𝐷(𝑓) having multiplicity 𝑚− 1.

Solution.
i. For any 𝑟 and 𝑠 in 𝑅 and any

𝑓 = 𝑎𝑛 𝑥𝑛 + 𝑎𝑛−1 𝑥𝑛−1 +⋯+ 𝑎1 𝑥 + 𝑎0 and
𝑔 = 𝑏𝑛 𝑥𝑛 + 𝑏𝑛−1 𝑥𝑛−1 +⋯+ 𝑏1 𝑥 + 𝑏0
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in 𝑅[𝑥], we have
𝐷(𝑓 + 𝑔) = 𝐷((𝑟 𝑎𝑛 + 𝑠𝑏𝑛)𝑥𝑛 + (𝑟 𝑎𝑛−1 + 𝑠𝑏𝑛−1) 𝑥𝑛−1+

⋯+ (𝑟 𝑎1 + 𝑠𝑏1) 𝑥 + (𝑟 𝑎0 + 𝑠𝑏0))
= 𝑛 (𝑟 𝑎𝑛 + 𝑠𝑏𝑛)𝑥𝑛−1 + (𝑛 − 1) (𝑟 𝑎𝑛−1 + 𝑠𝑏𝑛−1) 𝑥𝑛−2+

⋯+ (𝑟 𝑎1 + 𝑠𝑏1)
= 𝑟 ((𝑛𝑎𝑛) 𝑥𝑛−1 + ((𝑛 − 1)𝑎𝑛−1) 𝑥𝑛−2 +⋯+ 𝑎1))

+ 𝑠 ((𝑛𝑏𝑛) 𝑥𝑛−1 + ((𝑛 − 1) 𝑏𝑛−1) 𝑥𝑛−1 +⋯+ 𝑏1)
= 𝑠𝐷(𝑓) + 𝑟𝐷(𝑔) ,

which proves that 𝐷 is an 𝑅‑linear map.
ii. As part i shows that 𝐷 is 𝑅‑linear, it suffices to prove that the Leibniz prod‑

uct rule holds for any monomial 𝑥𝑘+𝑛 where 𝑘 and 𝑛 are positive integers. By
definition, we have 𝐷(𝑥𝑘+𝑛) = (𝑘 + 𝑛)𝑥𝑘+𝑛−1. We also have

𝐷(𝑥𝑘) 𝑥𝑛 + 𝑥𝑘𝐷(𝑥𝑛) = 𝑘𝑥𝑘−1 𝑥𝑛 + 𝑥𝑘(𝑛𝑥𝑛−1)
= 𝑘𝑥𝑘+𝑛−1 + 𝑛𝑥𝑘+𝑛−1 = (𝑘 + 𝑛)𝑥𝑘+𝑛−1 ,

so the Leibniz product rule holds.
iii. As 𝑧 is a root of 𝑓 having multiplicity 𝑚, there is a polynomial 𝑔 in 𝑅[𝑥] such

that 𝑓(𝑥) = (𝑥− 𝑧)𝑚 𝑔(𝑥) and ev𝑧(𝑔) = 𝑔(𝑧) ≠ 0. The Leibniz rule implies that
𝐷(𝑓(𝑥)) = 𝑚(𝑥 − 𝑧)𝑚−1 𝑔(𝑥) + (𝑥 − 𝑧)𝑚𝐷(𝑔(𝑥))

= (𝑥 − 𝑧)𝑚−1 (𝑚𝑔(𝑥) + (𝑥 − 𝑧)𝐷(𝑔))

Hence, 𝑧 is a root of the derivative𝐷(𝑓)having multiplicity at least𝑚−1. When
𝑚1𝑅 is invertible in 𝑅, we also have

ev𝑧(𝑚𝑔(𝑥) + (𝑥 − 𝑧)𝐷(𝑔(𝑥))) = 𝑚 ev𝑧(𝑔) + 0 ev𝑧(𝐷(𝑔))
= 𝑚 ev𝑧(𝑔) ≠ 0 .

In this case, 𝑧 is a root of 𝐷(𝑓) having multiplicity 𝑚− 1. □

3. Let 𝜔∶= 1
2(−1+√3 i) inℂ be one of the complex roots of the polynomial 𝑥2+𝑥+1

in ℂ[𝑥]. Prove that the commutative domain ℤ[𝜔] ∶= {𝑎 + 𝑏𝜔 || 𝑎, 𝑏 ∈ ℤ} ⊂ ℂ is a
Euclidean domain with the function 𝜈∶ ℤ[𝜔]→ℕ defined, for any 𝑎 + 𝑏𝜔 in ℤ[𝜔],
by 𝜈(𝑎 + 𝑏𝜔) = 𝑎2 − 𝑎𝑏 + 𝑏2.
Solution. First, observe that 𝜔+𝜔 = −1, |𝜔|2 = 𝜔𝜔 = 1, and

|𝑎 + 𝑏𝜔|2 = (𝑎 + 𝑏𝜔)(𝑎 + 𝑏𝜔)
= 𝑎2 + 𝑎𝑏 (𝜔 +𝜔) + 𝑏2 |𝜔|2 = 𝑎2 − 𝑎𝑏 + 𝑏2 = 𝜈(𝑎 + 𝑏𝜔) .

The elements in the ring ℤ[𝜔] lie on a lattice of unit‑side triangles in the complex
plane because 𝜔3 = 1. For any 𝑧 in ℤ[𝜔], the ideal ⟨𝑧⟩ forms a similar lattice. Writ‑
ing 𝑧 = 𝑟 𝑒i𝜃 where 𝑟 and 𝜃 are real numbers satisfying 0 ⩽ 𝑟 and 0 ⩽ 𝜃 < 2𝜋,
the lattice corresponding to the ideal ⟨𝑧⟩ is obtained by rotating through the an‑
gle 𝜃 followed by stretching by the factor 𝑟 = |𝑧|. For any complex number 𝑤 in
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ℤ[𝜔], there is at least one point of the lattice corresponding to the ideal ⟨𝑧⟩ whose
squared distance from𝑤 is at most 1

3 |𝑧|
2 = 1

3𝑟2; see Figure 1. Let𝑞𝑧be that a closed

𝑟

12 𝑟

√3
2 𝑟

√3
6 𝑟

𝑟

𝑟

√3
3 𝑟

Figure 1. Nearest element in triangular lattice

point and set 𝑝∶= 𝑤−𝑞𝑧. Therefore, we obtain |𝑝|2 ⩽ 1
3 |𝑧|

2 < |𝑧|2 as required. □
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