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Abstract

The procedure of linearizing a control-affine system along a non-trivial reference
trajectory is studied from a differential geometric perspective. A coordinate-invariant
setting for linearization is presented. With the linearization in hand, the controllabil-
ity of the geometric linearization is characterized using an alternative version of the
usual controllability test for time-varying linear systems. The various types of stability
are defined using a metric on the fibers along the reference trajectory and Lyapunov’s
second method is recast for linear vector fields on tangent bundles. With the neces-
sary background stated in a geometric framework, linear quadratic regulator theory
is understood from the perspective of the Maximum Principle. Finally, the resulting
feedback from solving the infinite time optimal control problem is shown to uniformly
asymptotically stabilize the linearization using Lyapunov’s second method.

Keywords. linearization, linear controllability, linear quadratic optimal control, sta-
bility, stabilization

AMS Subject Classifications (2020). 37C10, 49K05, 93B05, 93B18, 93B27, 93B52.

1. Introduction and background

Jacobian linearization is a standard concept in control theory and is used to study con-
trollability, stability, and stabilization of non-linear systems. Indeed, Jacobian linearization
provides the setting for a significant number of the control algorithms implemented in prac-
tice for non-linear systems.

In this paper, the abstract setting of “affine systems” of is used to develop a geometric
theory of linearization for control-affine systems evolving on a differentiable manifold. The
objective is not so much to broaden the applicability of linearization techniques, but to
better understand the structure of linearization and to make explicit some of the choices
that are made without mention in the standard practice of linearization. The motivation,
in part, comes from examples in mechanics. Given an affine connection, what it means to
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linearize about a reference trajectory has a natural geometric interpretation provided by
the Jacobi equation of geodesic variations. In the general setup of control-affine systems, a
geometric setup is thus far not found in the literature. However, certain ideas presented here
are implicit in the paper of Sussmann [1998], although the presented geometric framework
is less abstract and so has more structure.

1.1. Linear systems and quadratic optimal control. In order to provide a point of refer-
ence for our geometric formulation of control systems and their linearizations, this section
outlines the standard manner in which linearization and stabilization is normally carried
out for control-affine systems on IR™. This standard strategy is, of course, correct but it
“sweeps under the rug” various issues, listed in Section 1.2, that must be addressed to
develop a geometric theory.

Let © C R™ be an open subset and let fy, f1,..., fin be smooth vector fields, possibly
depending measurably on ¢, on €. Consider a control system with governing equations

m

Y (1) = folt,v(6) + > u (1) falt, (1)), (1.1)

a=1

where v: I — Q is locally absolutely continuous and u: I — IR™ is bounded and measurable
for some interval I C IR. For the purposes of linearization, fix a reference trajectory et
corresponding to a reference control u,ef, both defined on I C IR. To define the linearization,
for each ¢ € I define m+ 1 smooth vector fields fo¢, a € {0,1,...,m}, by foi(z) = fu(t, ).
The linearization of (1.1) along ~y.f is then defined by

§'(t) = A[)S(t) + B(t)v(t), (1.2)

where

A(t) - DfO,t (Wref(t)) + Z u?ef(t)Dfa,t(’Yref(t)%

a=1

B(t) = [ fl,t(’yref(t)) ‘ ‘ fm,t(Wref(t)) ]

Here Df,; denotes the Jacobian of the vector field fo:, a € {0,1,...,m}. Once the
linearization (1.2) is obtained, its controllability properties can be investigated using the
standard controllability Gramian (see Section 4.2 for restatements of the standard Gramian
results). If the linearization (1.2) is ascertained to be controllable on I = [0, 0c0), then (1.1)
can be locally stabilized along the reference trajectory by stabilizing the linearization (1.2)
using linear feedback [Tkeda, Maeda, and Kodama 1972, Kalman 1960]. That is, if L(V; W)
denotes the set of linear maps from a vector space V' to a vector space W, a map F: I —
L(R™;R™) is chosen with the property that the closed-loop system

¢'(t) = (A(t) + B)F(t))&(1),
is uniformly asymptotically stable. If F¢(¢t) € (R™)* is the ath row of F\(t), then the
non-linear closed-loop system

m

Y (1) = folt, 7 () + D (ufer(t) + FH(E)((8) = er(t))) falt, (1)), (1.3)

a=1
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is locally uniformly asymptotically stable along the trajectory 7o [Vidyasagar 1993]. In
practice one might design F' through optimal control methods using a quadratic cost, the
so-called linear quadratic regulator (LQR). We review this next.

Let A: R — L(R™;R") and B: R — L(R"™;R") be continuous maps and define a
time-varying linear system on R™ to be a pair (A, B) satisfying

2'(t) = A(t)z(t) + B(t)u(t). (1.4)

The solution to (1.4) satisfying x(tp) = x for ¢ty € I is given by the variations of constants
formula,
t
o(t) = 0t to)ao + [ @(t.)B(o)ulo)do,
to
where ®(t,tp) is the state transition matrix. That is, ¢ — ®(¢,¢o) is the solution to the
homogeneous system ®'(¢,tg) = A(t)®(t,tp) with initial condition ®(tg,ty) = idgn.

1.1 Problem: (Finite time LQR problem) For a time-varying linear system (A, B), find
a pair (z(t),u(t)), satisfying the equation (1.4), defined on I = [tg, t1] which minimizes the
quadratic cost function

[ 00w + i rouo

to

1 1
J(z(to), to, 1) = 5gcT(tl)F(tl)ac(tl) +3
where F'(t;) € L(R™;R™) is symmetric and positive-semidefinite, Q: I — L(R";R") is
symmetric and positive-semidefinite for each ¢ € I, and R: I — L(R™;R™) is symmetric
and positive-definite for each t € I. °

Solutions to Problem 1.1 for a finite time ¢; can be obtained by variational methods or
by applying the Maximum Principle [Athans and Falb 1966, Lee and Markus 1967]. The
original presentation of the Maximum Principle is provided by Pontryagin, Boltyanskii,
Gambkrelidze, and Mishchenko [1961]. Using either method, the existence of a solution to
Problem 1.1 is equivalent to the existence of a solution K (¢, 1) to the differential Riccati
equation

dK T -1 T
_E:A K+ KA—-KBR "B*'K+Q, K(ty,t1) = F(t1),
where the time dependence has been dropped for brevity. A solution to the Riccati
equation then provides an optimal, in the sense of Problem 1.1, linear state feedback
u(t) = —R7Y(t)BT () K (t,t1)z(t) [Kalman 1960)].

In the study of the infinite-time problem, the terminal cost F'(t1) is considered to be

Zero.

1.2 Problem: (Infinite time LQR problem) For a time-varying linear system (A, B),
find a pair (z(t),u(t)), satisfying the equation (1.4), defined on I = [tg, c0) which minimizes
the quadratic cost function

1 (o ¢]
Talto).to,00) = 5 [ 2T (00Q(E) + uT Ot
to
where Q: I — L(R™;R™) is symmetric and positive-semidefinite for each t € I, and R: [ —
L(R™;R™) is symmetric and positive-definite for each ¢ € I. °
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If the time-varying linear system (A, B) is controllable, then solutions to the Riccati
equation exist as t; — oo and, similar to the finite time problem, the solution to the Riccati
equation provides a linear feedback which is optimal in the sense of Problem 1.2 [Kalman
1960]. Furthermore, under suitable uniformity bounds on the time-varying linear system
(A, B) and cost data, the uniform asymptotic stability of the closed-loop linear system
follows from a Lyapunov argument. The mathematical details and proofs the standard
time-varying case as the final time tends to infinity are found in Kalman [1960] and short
survey of the standard case is provided in Tyner [2007].

1.2. Contribution and organization. This paper is a systematic investigation of Jacobian
linearization and LQR theory from a differential geometric perspective. The above proce-
dures by which (1.2), the linear system, is obtained and stabilized pose some problems when
the Euclidean state space of the non-linear system (1.1) is replaced with a differentiable
manifold. The main issues are outlined below and form the organizational basis of this

paper.

1.3 Question: The two families of linear maps {A(¢)} and {B(t)} are dependent on the
choice coordinate chart since the Jacobian of the vector fields fq ¢, a € {0,1,...,m}, do not
have a geometric analogue on a manifold. What replaces the Jacobian? °

To answer Question 1.3, time-dependent affine systems on M are introduced in Section 3
and serve as the base object on which our geometric theory is built. In Section 3.1, what it
means to linearize an affine system along a reference trajectory is understood in terms of
the tangent lift. In that sense, the tangent lift plays the role of the Jacobian in Section 1.1.

1.4 Question: Since the control system given by (1.1) has a state space that is an open
subset of R"™, there are several natural identifications that can be (unknowingly) made. The
fact that the state space is naturally identified with each tangent space implies that (1.2)
lives in a vector space. Where does the geometric version of (1.2) live? °

The geometry dictates that the linearization is an affine system on T'M. Thus, in con-
trast to the standard case, an affine system and its linearization live on different manifolds.
In Section 3.2, the complexity of the above development is seen to reduce significantly when
the reference trajectory is chosen to be an equilibrium point.

1.5 Question: By virtue of (1.2) living in a vector space, its controllability can be checked
using the controllability Gramian which makes use of the standard inner product and the
coordinate-dependent family of maps {B(¢)}. What does it mean for the geometric version
of (1.2) to be controllable, and how can it be checked whether such a system has this
property? °

In Section 4, Question 1.5 is addressed when the controllability of the linearization is
considered. To begin, the standard controllability results for (1.2) are re-characterized in

Section 4.2. These re-characterizations have the feature that they may be applied directly
to the geometric setting of the linearization and this is done in Section 4.3.

1.6 Question: What does the geometric version of the linear quadratic regulator problem
look like? What is the analogue of the Riccati equation? °

In Section 5.1 the geometric versions of both the finite and infinite time LQR problems
are formulated for the linearization of an affine system. The bulk of this work involves char-
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acterizing solutions to the finite time LQR problem using the Maximum Principle. Given
the geometric setup of the linearization along a reference trajectory as an affine system on
TM, the regular Maximum Principle statements do not directly apply without reverting
to working in a set of coordinates. Thus, a new Maximum Principle statement is provided
by Theorem 5.2 and proved in Section 5.5. In Sections 5.2, 5.3, and 5.4, the key ingredi-
ents to prove the Maximum Principle are introduced. These include the variational and
adjoint equations, needle variations, tangent cones, and, of course, the Hamiltonian. For
readers familiar with the Hamiltonian in the standard setup, the Hamiltonian presented in
Section 5.4 will look “different.” However, it maintains the required maximization proper-
ties—see Lemmata 5.17 and 5.18—required to prove the Maximum Principle. In Section 5.6,
the Maximum Principle is used, answering Question 1.6, to characterize solutions to the
finite time LQR problem. In this characterization the geometric version of the Riccati
equation is given.

In Section 5.7, the infinite time LQR problem is addressed. In particular, solutions to
the Riccati equation are shown to exist as the final time in the LQR problem tends to
infinity. To prove their existence, the geometric analogue of the classical minimum energy
controller is developed. Finally, the trajectory corresponding to the solution of the Riccati
equation, as the final time tends to infinity, is shown to be optimal in the sense of the
infinite time LQR problem.

1.7 Question: Again, since the state space is naturally identified with each tangent space,
the stability of both the non-linear system and its linearization are measured with respect
to the standard Euclidean norm. What are the appropriate norms in a geometric setting? e

In Section 6, stability and stabilization by LQR methods of the linearization are for-
mulated to complete the geometric picture of LQR theory. In Section 6.1, the stability
definitions are provided for a fixed reference vector field X,of and for linear vector fields
over Xpef. (For example, the linearisation ng is a linear vector field over X,e.) These
definitions are made using both a metric on M and a metric on the fibres of TM over
image(7ref). Such metrics are naturally induced by choosing a Riemannian metric, G, on
M. This answers Question 1.7 and contrasts with the standard setup of Section 1.1 where
standard Euclidean metric on IR™ is used for both the non-linear system and its lineariza-
tion. It is noted that a metric G on the fibres over image (7yef), unlike the Euclidean norm,
will in general be time-dependent. As a consequence, any stability definitions made in terms
of G, will be dependent on the choice of metric unless the state manifold is compact.

In Section 6.2, Lyapunov’s direct method for linear vector fields on tangent bundles is
introduced. As in the standard setup, the stability of the linear vector field is inferred from
the properties of a Lyapunov candidate and its derivative along integral curves of the linear
vector field. The derivative of the Lyapunov candidate along an integral curve is defined
using the Lie derivative operator given by (2.1).

1.8 Question: What is a linear state feedback for the geometric version of (1.2)? .

In Section 6.3, Question 1.8 is addressed. After making geometric sense of the terms
“linear state-feedback” and “closed-loop system,” it is proved that the linearization of an
affine system is uniformly asymptotically stabilized using the linear state-feedback provided
by the infinite time LQR problem. The proof follows by showing that the solution to the
Riccati equation, as the final time tends to infinity, is a suitable Lyapunov function.
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1.9 Question: After stabilizing the linearisation, how can the stabilizing linear state feed-
back be implemented for the non-linear system? °

Finally, in Section 7, a rough answer to Question 1.9 is posed as future work.

2. Geometric constructions

The basic geometric notation follows that of [Abraham, Marsden, and Ratiu 1988]. Let
M be an n-dimensional Hausdorff manifold with a C'* differentiable structure. The letter
I will always denote an interval in IR. The set of class C" functions on M is denoted by
C"(M). The tangent bundle of M is denoted by 7p: TM — M and the cotangent bundle
by mpr: T*M — M. If ¢: M — N is a differentiable map between manifolds, its derivative
is denoted T'¢p: TM — T'N. For a vector bundle w: E — M, I'"(F) denotes the sections of
E that are of class C". The subbundle VE £ ker(T'r) C TE is the vertical bundle of E.

Let V and W be R-vector spaces. The notation L(V; W) denotes the set of linear maps
from V to W. The dual space to V is defined by V* = L(V;R). For any nonempty set
U CV, the annihilator of U is a subspace of V* defined by

ann(U) ={a € V*| a(v) =0, ve U}.

Similarly, for any nonempty set S C V*, the coannihilator of S is a subspace of V defined
by
coann(S) ={veV | a(v) =0, a € S}.

For a bilinear map T: V x V — R, the flat map T°: V — V* is defined by (T°(v);u) =
T(u,v) for all w € V. If T’ is invertible then its inverse, the sharp map, is denoted by
TV = V.

2.1. Time-dependent objects on a manifold. To define time-dependent vector fields on
manifolds in a general way, following Sussmann [1998, §3] it is convenient to first intro-
duce time-dependent functions (see also Aliprantis and Border [2006]). A Carathéodory
function on M is a map ¢: I x M — R with the property that ¢’ = ¢(t,-) is continuous
for each t € I, and ¢, £ ¢(-,z) is Lebesgue measurable for each x € M. A Carathéodory
function ¢ is locally integrally bounded (LIB) if, for each compact subset K C M, there
exists a positive locally integrable function g : I — R such that |¢(¢, )| < 1 (t) for each
x € K. A Carathéodory function ¢: I x M — R is of class CT if ¢' is of class C" for each
t € I and is locally integrally of class C" (LIC") it is of class C" and if X; --- X,¢' is
LIB for all t € I and X1,..., X, € I™(T'M).

A Carathéodory vector field on M is a map X: I x M — TM with the property
that X (¢t,z) € T, M and with the property that the function o - X: (¢,2) — a(z) - X(t, z)
is a Carathéodory function for each o € I'*(T*M). For a Carathéodory vector field X on
M, denote by X;: M — TM the map X;(z) = X(¢t,x). A Carathéodory vector field X on
M is locally integrally of class C" (LIC") if o+ X is LIC" for every a € I'™*(T*M). The
set of LIC" vector fields on M is denoted by LIC"(T'M).

The classical theory of time-dependent vector fields with measurable time depen-
dence gives the existence of locally absolutely continuous integral curves for LIC*™ vector
fields [Sontag 1998, Appendix C]. An integral curve v: I — M is locally absolutely
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continuous (LAC) if, for any ¢ € C*(M), the map t — ¢ o ~y(t) is locally absolutely
continuous. Let 7/(t) denote the tangent vector to v at ¢ € I, noting that this is defined
for almost every ¢t € I. The flow of X € LIC*®(TM) is denoted by q)i)(it and the curve
v:t = ®X (x0) is the integral curve for X with initial condition ~(to) = .

Let v: I — M be an LAC curve. A vector field along ~ is amap £: I — T M with the
property that {(t) € T M. A vector field £ along v is locally absolutely continuous
(LAC) if it is LAC as a curve in TM. A weaker notion than that of an LAC vector field
along ~ is that of a locally integrable (LI) vector field along -, which is a vector field
¢ along 7 having the property that the function t — a(v(t)) - £(t) is locally integrable for
every a € I'(T*M).

Let X € LIC®(TM) and let v: I — M be an integral curve for X. There is a naturally
defined Lie derivative operator along v that maps LAC sections of T'M along «y to LI sections
of TM along ~. This operator, denoted by ZX7, is defined by

ZEIV)() = X, VI(r(t),  aetel,

where V € T'Y(TM) and V;, is the LAC section of TM along ~ defined by V,(t) = V((t)).
One easily verifies in coordinates that, for an LAC vector field ¢ along v, F%7(€) is given
in coordinates (z!,...,2") by

d¢ 0xX} < 0

Xy — _ t J

ZXO0 = (S ) - TEGEEW) o aetel (21)
where a summation over i € {1,...,n} is implied. The Lie differentiation of LAC vector

fields along a curve will play an important role in future developments, particularly in
Sections 2.2 and 4.3. The geometric details of Lie differentiation for vector fields that
depend measurably on time are provided by Sussmann [1998, §4].

2.2. Tangent bundle geometry. The various ways to lift a vector field is a prominent
geometric idea that arises frequently in future sections. These constructions are contained
in [Yano and Ishihara 1973].

Let m: F — M be a vector bundle. An LIC® vector field X on F is linear if, for each
tel,

1. Xy is m-projectable (denote the resulting vector field on M by 7X;) and

2. X; is a linear morphism of vector bundles relative to the following diagram:

E—X.TE

1

M——TM
7TXt
That is, the induced mapping from 7=!(z) to T7~!(7X;(x)) is a linear mapping of
IR-vector spaces.

The flow of a linear vector field has the property that @fg Ez: Ep — Egrx is a linear
k) 0»

transformation.
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A linear vector field on a vector bundle generalizes the notion of a time-varying differ-
ential equation in the following manner. Let V be a finite-dimensional IR-vector space and
consider on V' a linear differential equation

¢'(t) = At) (1)),

where A: R — L(V;V) is locally integrable. Now define an LIC* linear vector field on
the trivial bundle pr;: R x V. — R, where pr; is the projection onto the first factor, by
Xa(r,v) = ((r,v), (1, A(7)(v))). Here the projected vector field on the base space is simply
X4 = %. This special case of a linear vector field has the feature that the vector bundle
admits a natural global trivialization. The lack of this feature in general accounts for some
of the additional complexity in our development.

Now consider the case when E is the tangent bundle of M. Let X € I'*(T'M) and
define the tangent lift of X as the vector field XT € I'™(TTM) obtained by

d
XT(v,) = = T, @5 4 (vz).
s=0

The definition of the tangent lift can be extended to time-varying vector fields as follows.
For X € LIC®(TM), the tangent lift of X is the vector field X* € LIC>®(TTM) defined
by X7 (t,v;) = X/ (vy). In natural coordinates (z',..., 2", v', ... v") for TM, the vector
field X7 (¢,v,) is given by the coordinate expression

g Xt . 0

XT(t,v,) = X? Rl i
(t,vz) (t,z) i T Dad (t,z)v 5

(2.2)

To provide an interpretation of the tangent lift, let v: I — M be an integral curve of
X € LIC®(TM). A variation of X along «is amap o: I x J — M satisfying

1. J C R is an interval for which 0 € int(J),
2. o is continuous,
3. the map I 3t~ 04(t) = o(t,s) € M is an integral curve for X for each s € J,
4. the map J 3 s+ o'(s) 2 o(t,s) € M is LAC for each t € I,
5. themap I 5t~ % «—00'(s) € TM is LAC, and
6. 00 =1.
Corresponding to a variation o of X along v is an LAC vector field V,, along « defined by

d

Vo (t) - &
s=0

a'(s).

With this notation, the following result records some useful properties of the tangent lift.
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2.1 Proposition: Let X: I x M — TM be an LIC™ wvector field, let vy, € Ty, M, let ty € I,
and let v: I — M be the integral curve of X satisfying v(to) = xo. For a vector field T
along v satisfying Y (to) = vg,, the following statements are equivalent:

(i) Y is an integral curve for X7 ;

(ii) there exists a variation o of X along 7y such that V, = Y;

(iii) LX7(Y) = 0.

Proof: The equivalence of (i) and (ii) will follow from the more general Proposition 3.1
below. Thus only the equivalence of (i) and (iii) needs to be proved. This, however, follows
directly from the coordinate expressions (2.1) and (2.2). |

2.2 Corollary: For X € LIC®(TM), XT is a linear vector field on tpr: TM — M and
X =X.

The cotangent version of X7, used in Section 5, is defined in a similar manner. For
X € LIC™®(TM), the cotangent lift of X is the vector field X*~ € LIC>®(TT*M) defined
by

* d
X (t,0p) = T T;@f,s(ax).
s=0
In natural coordinates (z!,...,2" p1,...,p,) for T*M, the vector field X7~ (t,a,) is given

by the coordinate expression

0o, o
ozt oz TP op;

Xt ap) = X'(t, ) (2.3)
The LIC™ vector fields X7 and X" define an LIC® vector field X7 x XT* on TM x T*M
by

XTx XT (t,v,0) = (XT(t,0), XT (¢, ).

The Whitney sum T'M & T* M is an embedded submanifold of T'M x T* M with embedding
Uz @ ap > (Vg, ). Since the LIC™ vector field X7 x X7 is tangent to TM @& T*M,
its restriction to TM @ T*M, denoted by X7 @& XT", is well-defined. An interesting joint
property of X7 and X7 is that the LIC® vector field X7 @ X" leaves invariant the
function vy ® ay > vy -y on TM S T*M.

Corresponding to X € LIC*™(T'M) there is also a natural vertical vector field vIft(X)
on 1ar: TM — M defined by

V(X)) (E, v) = % (et sX(t).

In natural coordinates (x!,... 2" v! ... v") for TM, the coordinate expression for the

vertical lift is

VIft(X) (¢, vp) = X(t, x) 82@..
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3. Affine systems and their linearization

In this section time-dependent affine systems on M are introduced. In Section 3.1 the
linearization of an affine system on M along a non-trivial reference trajectory is obtained
using the tangent lift. The resulting linearization has the structure of an affine system
on T'M. In Section 3.2, it is seen that the complexity of the above development reduces
significantly at an equilibrium point.

A time-dependent distribution on M is a subset D C R xT M with the property that,
for each z9p € M, there exist a neighbourhood N and LIC™ vector fields & = {X1,..., Xk}
on N such that

k
Dty = DN ({t} x TuM) = {Zquj(t,x) ’ u € ]Rk}.
j=1

The vector fields & are called local generators for D. A time-dependent affine sub-
bundle on M is a subset A C IR x T'M with the property that, for each xy € M, there
exists a neighbourhood N and LIC* vector fields & = { Xy, X1, ..., Xk} on N such that

k
Ay AN ({t} x T, M) = {Xo(tﬁv) + Zquj(t,x) ’ u € ]R’“}.
=

The vector fields & are called local generators for A. The linear part of a time-
dependent affine subbundle is the time-dependent distribution L(A) defined by L(A)q
being the subspace of T;; M upon which the affine subspace A, ;) is modelled. If 2 are local
generators for A as above, then the vector fields { X1, ..., Xi} are local linear generators
for L(A). The next step is to define an “affine system” in A to be an assignment to each
(t,z) € R x M a subset & (t,z) of A(; ). This amounts to specifying the control set for the
system. However, in order to focus on the geometry associated with an affine system and
its linearization, it is assumed that &, ;) = A(¢ ). This essentially means that the controls
are unrestricted. Accepting a slight abuse of notation, a time-dependent affine subbundle
A will be called a time-dependent affine system. A trajectory for A is then an LAC
curve v: I — M with the property that 7/(t) € A 1))

Note that the specification of an affine system does not provide a natural notion of
a drift vector field and control vector fields. It can be seen that the basic properties
like controllability can depend on the choice of a drift vector field. For the geometric
development of the linearization, this is a non-issue since it is natural to assume the presence
of a reference vector field, cf. the discussion of Section 1.1. To be formal about this, a
reference vector field for an affine system A is an LIC* vector field X,of € LIC*(T' M)
with the property that Xyef(t,r) € Ay for all z € M and almost every ¢ € R. Of course,
integral curves of X, are trajectories for A. If v: I — M is a trajectory for A, then there
exists a reference vector field X,¢f for A for which 7 is an integral curve [Sussmann 1998,
Proposition 4.1].

3.1. Linearization about a reference trajectory. Let A be a time-dependent affine sys-
tem and let X,¢f be a reference vector field with corresponding LAC reference trajectory
Yref: I — M. The embedding of v, as an integral curve of a reference vector field gives
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additional useful structure and corresponds more naturally to the standard case, cf. Sec-
tion 1.1.

What it means to linearize about 7. is captured in the following definition. An A-
variation of V.. is a map o: I x J — M with the following properties:

1. J C R is an interval for which 0 € int(J);

2. o is continuous;
3. the map I 3t + 04(t) 2 o(t,s) € M is a trajectory of A for each s € J;
4. the map J 2 s+ o'(s) = o(t,s) € M is LAC for each t € I;
5. themap I 3t~ | _ o'(s) € TM is LAC;
6. 00 = Vref-
Given an A-variation o of v, a vector field V, along ~.cr is defined by

d

s=0

al(s). (3.1)
The vector field V,, should be thought of as being the result of linearizing in the direction of
the A-variation o. Using the geometric constructions of Section 2.2, these vector fields along

Yrof arise as trajectories for a time-dependent affine system on T'M. Such a time-dependent
affine subbundle AZ; on TM is defined as follows. Let (¢,v;) € R x TM and define

‘Aref (tvg) T {Xref(t Ux) +V1ft( ) | X e L(‘A)(t,x)}

This is a time-dependent affine subbundle since it possesses local generators
{X L VIft(X1), ..., vIft(Xy)} where {X,ef, X1, ..., Xg} are local generators for A.

3.1 Proposition: Let A be a time-dependent affine system, and let X,of be a reference vector
field with LAC differentiable reference trajectory e, as above. For a vector field T along
Yref, the following statements are equivalent:

(i) Y is a trajectory for AL
(ii) there exists an A-variation o of et such that V, =Y.

ref’

Proof: (ii)=-(i) Let o be an A-variation giving rise to the vector field V, along ~,t. Using
a set of local generators { Xef, X1,..., Xi} for A,

ol (t) = Xpe(t, os(t —|—Zu3 5,8) X;(t, 04(1)),
since o is a trajectory for A. Differentiating with respect to s at s = 0 gives

V(L) = XTi(t ALt +Z(vﬂ ) +90,0) S| X(t,0,(1))

s=0
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for almost every t, where v/ (t) = ‘9(9—“‘;(07 t). Since og = ref it follows that u/(0,t) = 0, and
so it follows that V/(t) € A::';f’(t, eur(t)) 35 desired.
(i)=(ii) Let ;s be the A-variation of ;e satisfying

d
af’j,s(t) = Xref(t, 055(t)) + sX;(t,055(t)),

noting that the corresponding infinitesimal variation is

Vi (1) = X1 A1) + VIR () (D), ad 1

The convexity of the set of variations of a given order (see [Bianchini and Stefani 1993])
now ensures the existence of a variation for any trajectory T that covers ~yef. |

3.2. Linearization about an equilibrium point. The above developments concerning lin-
earization about a reference trajectory simplify significantly when dealing with an equi-
librium point. Here the development looks a lot more like the standard non-geometric
setup.

Let A be a time-dependent affine subbundle on M and let X,o: I X M — TM be a
reference vector field for A. A point xg € M is an equilibrium point for X, if X,cf(t, xo) =
0y, for each ¢t € I. Thus the curve I > t — z¢9 € M is an integral curve for X,.;. The

tangent lift X;";f at an equilibrium point for X, has the following properties.

3.2 Proposition: If xg € M is an equilibrium point for an LIC® vector field Xyef: I X M —

TM, then Xg(;f(t,vmo) is vertical for each vy, € Ty, M. Furthermore, for each t € I there
exists a unique A(t) € L(TyyM; Ty M) such that XL(t,vy,) = VIEt(A(t)(vay)), and the map

I>t— A(t) € L(TyM; Ty M) is Lebesque measurable.
Proof: This follows directly from the coordinate representation (2.2) for the tangent lift. H

Thus the tangent lift is vertical-valued on Ty, M. Since Vi, TM ~ T, M this means
that the linearization is a time-dependent linear affine system on 7, M for which

Arer(t, vzg) = {A) (vzy) +b | b€ L(A) (10 }-

Trajectories £: I — T, M of the linearization then satisfy

¢'(t) = A(t)(E(1)) + b(t), (3-2)

for some measurable curve b: I — Ty, M having the property that b(t) € L(A)q ). To
make this look more like the usual notion of a time-varying linear system, for each ¢t € I
let U be a finite-dimensional R-vector space and let B(t) € L(U; Ty, M) have the property
that image(B(t)) = L(A)(t,4,)- Then the equation governing trajectories become

¢'(t) = A()(E(1)) + B(t)(u(t)),

for a measurable curve u: I — U. This then recovers the usual notion of a time-dependent
linear system.
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4. Linear controllability

In Section 3, a time-dependent affine subbundle Az;f on T'M was constructed by lin-
earizing a time-dependent affine subbundle A on M along a reference trajectory et In
this section notions of the reachable set for both A and .Az;f are defined, as well as the
associated versions of controllability along .- In Section 4.2 the standard results for a
time-varying linear system are cast in a geometric manner. In Section 4.3 this geometric
characterization is used to state a completely geometric result that describes the reachable
sets for the linearization.

4.1. Controllability definitions. In this section the reachable sets for both A and AL,
are defined and, for the latter, two equivalent characterizations of the reachable set are
provided. Then controllability along a reference trajectory is defined for A and Ag;f. Recall
that a trajectory for a time-dependent affine system A is an LAC curve v: I — M such
that 7/(t) € At t))- The set of trajectories defined on [to, 1] is denoted by Traj(A,t1,to)
and
Traj(A, to) = | J Traj(A,t1,to).
t12>to
For xyg € M and t > ty, the reachable set of A from z is defined by

Ra(wo,t,to) ={~(t) | v € Traj(A, ¢, to), ¥(to) = zo}-
Similarly, a trajectory for the linearized time-dependent affine system Az;f is an LAC curve
Y: I — TM such that Y'(t) € AT, (t,v(y)- Then the set of trajectories defined on [to, t1]
is denoted by Traj(AL,, t1,%) and Traj(Al, to) = Ut >4 Traj(AL, t1,t0). For vy, € Tyo M

ref? ref’

and t > 1, the reachable set from vy, is defined by

Ryr (Vag, t,t0) = {T(t) | T € Traj(Arep t,to), T(to) = vao}-

ref»

With these notions of the reachable sets, the controllability of each system is defined as
follows.

4.1 Definition: Let X ¢t be a reference vector field for A and let vye¢: I — M be a reference
trajectory. Let zg € M and ~ef(to) = xo. The system A is

(i) controllable at tg along Ve if Yref(t) € int Ry (o, t,to) for each t > ¢y and is

(ii) linearly controllable at tg along ~f if JQArTef(OJCO, t,to) = T, ,(yM for each t > ty. @

4.2. Recasting the standard results. In a step toward a geometric theory of Jacobian
linearization, the standard setup of Brockett [1970] is recast on general R-vector spaces.
In doing so, the extra structure available with Euclidean spaces, in particular the standard
inner product, is removed. Let U and V' be R-vector spaces with dim(U) = m and dim(V') =
n. Let A: R — L(V;V) and B: R — L(U;V) be continuous and define a time-varying
affine subbundle A4 gy on V' by

A(A,B),(t,v) ={A{t)v+ B(t)u| ue U}.
A trajectory § of A (s p) satisfies
€(1) = AWE() + B(t)uh). (4.1)
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The solution to (4.1) satisfying &(to) = & for to € I is given by,

t
&(t) = D(t, to)éo —|—/ ®(t,0)B(o)u(o)do, (4.2)
to
where ®(t,tp) is the state transition matrix. That is, ¢ — ®(¢,¢p) is the solution to the
homogeneous system ®’(t,tg) = A(t)®(t,tp) with initial condition ®(tg,t9) = idy. The

transition matrix then has the following properties:

1. ®(t, 7)P(7,t0) = ®(t,0);
2. ®(t, 7)1 = ®(7,1).

The subbundle A4 p) is controllable at o if, for each §y,& € V, there exists a control
u: [to,t1] — U which steers from &y at time ¢y to &; at time ¢;. In the standard case the
controllability of a time-varying linear system is equivalent to the controllability Gramian,

t
W (to,t) = / ®(tg, 0)B(o) BT (0)®” (tg, 0)do, (4.3)
to

having full rank for ¢ > ¢y3. This definition makes use of the standard inner product on
R™ to identify R™ with (R™)*. Indeed, the domain of B: R — L(R"™;R"™) and image of
BT: R — L((R™)*; (R™)*) for each t are different spaces. Inducing an inner product on
U by a symmetric map R: I — L(U;U*) which is positive-definite for each ¢ € I yields a
Gramian of the form

t

W (to,t) = / ®(tg,0)B(o)R*(t) BT (0)®7 (tg, 0)do. (4.4)
to

The derivation of (4.4) follows directly from the standard case in [Brockett 1970] and the

time-varying affine subbundle A4 p) is controllable at ¢y if and only if W (%o, t) is surjective

for t > tg. Later, in Section 5.7, the quadratic cost in the LQR problem provides a natural

choice of an inner product.

The notion of a controllability Gramian does not make sense in the geometric frame-
work of Section 3. There is no natural way to construct the analogue of W (ty,t) for the
linearization of a reference vector field Xt along a reference trajectory e since (4.4) is
an integral of maps {t — B(t)} that depend on a choice of coordinates. Therefore, an
alternative characterization of controllability that can be applied in the geometric setting
is needed. The following result gives one such characterization.

4.2 Theorem: Let V, U, A, and B be as above. Then

image(W (to,t)) = spang ( U (¢, T)bT> .
Te[to,t]
br€image(B(T))

Proof: For notational convenience define

SA(A,B) (to,t) = spang ( U (to, T)br> .

Te[to,t]
br€image(B(T))
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Let v € image(W (to,t)). Then there exists a continuous control u: [tg,t] — U such that

v:/ ®(tg,0)B(o)u(o)do

to

[Brockett 1970]. Since A, B, and u are continuous, there exists a sequence of partitions
P, = {to =ty otk = t} of [to,t] such that, if
k;
vi =) P(to, 1) B(tji)ultyi)(tji — tj-1),
j=2
then lim; .o v; = v. It is clear that, for each i € N, v; € SA(A,B) (to,t). Since SA(A,B) (to,t) is
closed it follows that v € 84, , (t0,1).

Now assume that v € 8y, ; (to,t). Choose t1,...,t; € [lo,t] and by, € image(B(t;)),
j€{1,...,k}, such that

SA(A,B) (t(), t) = Span]R<(I)(t0, tl)bt1; RN (I)(to, tk)btk)-
Then v can be written as

k
v = Z qu)(to, tj)btj.
j=1

A useful characterization of points in image(W (o, t)) is provided by the next lemma.
Lemma image(W (to,t)) = {®(to,t)v € V' | 3 u: [to,t] = U steering zero to v}.

Proof: By (4.2), the set of points reachable from 0 € V' in time ¢ from tg is

{/t(b(t’ o)B(o)u(o)do ‘ u: [to,t] = U Continuous}.

to

Using the composition property of the transition matrix, apply ®(¢o,t) to any point in this

set:
t

@(to,t)/ q)(t,O')B(O')U(O')dO':/ ®(ty, 0)B(o)u(o)do.

to to

The lemma now follows by comparison with (4.3). v

If the system can be steered from 0 to ®(¢,to)v, this part of the theorem will follow from
the lemma. Let p; € U have the property that B(t;)u; = b, j € {1,...,k}. Now consider

the distributional control u = Z?zl ¢jOt; j1j, where d¢; is the delta-distribution with support
{t;}. Applying this control, by (4.2), yields

k

/ O(t,0)B(o)u(o)do =Y ¢;B(t )b, = B(t, to)o. (4.5)

t() ]:1

Thus the distributional control u steers from 0 to ®(¢,to)v, as desired. To show the distribu-
tional control u can be replaced with a sequence of piecewise continuous controls, consider
the following lemma.
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Lemma There exists a sequence of controls {u; };en such that

t k
lim [ ®(t,0)B(o)ui(o)do =Y c;®(t ;)b
J=1

71— 00 t()
Proof: For j € {1,...,k} and i € IN define

. 1
’U,'Z'(t)z 1Cj [hj, tE[tj,tj-i-g],
j’ 0, otherwise.

Now note that, using the Peano—Baker series,

t t
/ O(t,0)B(o)uji(o)do = O(t,t; + 1)/ ®(t; + 1, 0)B(o)uji(o)do
to to
t]'+%
Dt t + })/ B(t; + 1,0)B(0)uji(0)do
tj

tj+% tj+%
= icj q)(t, tj + 1)/ (idv —|—/ A(O‘l)dﬁl

t; o

tj+% o1
+/ A(al)/ A(og)doedoy + ...)B(a)ujda.

Because A is continuous, all terms in the Peano—Baker series go to zero at least as fast as
(%)2 Thus only the first term remains in the limit, giving

t
lim [ ®(t,0)B(0)u;i(o)do = c;®(t,t;)by;.

1—00 to
The result now follows by taking u; = Z?Zl Uji. \/

Let {u;}ien be a sequence of controls defined by the preceding lemma. For each i € IN,

t
@(to,t)/ ®(t,0)B(0)u;(0)do € image(W (o, 1))
to
by the first of the above lemmata. Therefore, the limit as i — oo is also in image(W (to, t)).
But, by (4.5),
t
lim B(to, 1) / B(t,0)B(o)ui(o)do = v,

1—00 to

giving the result. ]

4.3. Controllability of linearizations. To provide a geometric characterization, using The-
orem 4.2, of the reachable set for the linearization of a reference vector field X, along a
reference trajectory 7ot requires the following definition. For an LAC curve v: I — M,
a distribution along ~ is a subset D C T'M|image(y) with the property that, for each
to € I, there exists a neighbourhood J C I of tg and LAC vector fields &1, ...,&; along
v|J such that D) = spang(&1(2),...,&(t)) for each t € J. Let to € int(I) and denote
T = sup I, allowing that 7' = co. Let Iy, = [to,T). Denote by =y, the restriction of 7yt
to Iy,. Recall from Section 2.1 the definition of F ¥t and denote by (FXret7t0 L(A)y,)
the smallest #Xret V%0 -invariant distribution along ;, that agrees with L(A) at Yeet(to).
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4.3 Theorem: Let A be a time-dependent affine system on M with X, a reference vector
field and ~Yrer: I — M an LAC reference trajectory. For tog € I and t > tg the following
sets are equal:

(l) :Rflz;f(owo 1 tO);

(i) span]R< U @f{T‘Ef(vT)) ;
Te[to,t]

Ur EL(‘A)T,-yref(-r)

(iii) (L Xret 0, L(A)ty)

A/ref(t) ‘

Proof: Recall that
V:efTM = {(t,U) | ’Yref(t) = TM(U)}a
where v (7 (t,v) = t. Thus ~*TM is a vector bundle over I with fibre over t € I being

T, M. This bundle may be trivialized since I is contractible. Denote by p: v/ v —
I x V a particular trivialization with a commuting diagram

’}/jefTM I xV

W:efk pry

I

where pr; the projection onto the first factor.
The following lemma records some useful properties of the representation of trajectories
of AT

ref*

Lemma The following statements hold:
(i) there exists a vector bundle endomorphism A: I x V' — I x V over id; with the
property that Ty .. 1) P(L Xrer(t: Vyer())) = (L AW - p(03,00))):
(ii) if Xyer € T°°(T'M) then there exists a section {x,, of pry: I x V — I such that
Tt (1) P(0, VI (Xret) (ree(1))) = Ex ().

Proof: The first assertion follows since ng is a vector bundle mapping over X,¢r. The
second part of the lemma is merely the definition of {x_,. v

The lemma says that, if v(t) = Tp(Y(t)) for a trajectory Y for AZ;, then we have
v'(t) = A(t)v(t) + b(t),

where b(t) € image(p(vIft(Aq,,(1)))). Therefore, the equality of the sets (i) and (ii)
follows from Theorem 4.2.

From the definition of the set in (ii), the equivalence of (ii) and (iii) will follow if it
can be shown that the notion of a distribution along 7, being invariant under #Xrf7to
is equivalent to the notion of being invariant under the flow of ng along 7,. Let D be a
distribution along ~;,. The distribution D is invariant under the flow of Xr:';f if and only
if it is invariant under F Xt . This claim follows from the characterization of the flow
of X,ef in Proposition 2.1 in terms of &%t . That result states that the flow of XL

ref
through v € D is obtained by transporting v along y,. |

Vo (t())
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The set described in part (iii) of Theorem 4.3 should be thought of as the analogue
of “the smallest A-invariant subspace containing image(B)”
theory. Finally, Theorem 4.3 immediately gives the following corollary, the second part of
which follows from the variational cone results of [Bianchini and Stefani 1993].

in the time-invariant linear

4.4 Corollary: Let A, Xiet, and Yyt be as in Theorem 4.3. Then the following statements
hold for tg € I:

(i) A is linearly controllable at ty along Vet if the smallest Lt Vet sinvariant distribu-
tion along et containing L(A)|image(vrer) s equal to T'M|image(Yret);

(ii) if A is linearly controllable at to along e then it is controllable at ty along Yref.

5. LQR and the Maximum Principle

In this section the main geometric structure for LQR theory is presented by charac-
terizing solutions to the finite time LQR problem using the Maximum Principle as stated
in Theorem 5.2. Although Theorem 5.2 is a new formulation of the Maximum Principle,
the ideas required to prove it come for the existing formulations of the Maximum Princi-
ple. Thus, many of the technicalities follow from the standard versions of the Maximum
Principle found in [Lee and Markus 1967].

After providing the geometric versions of both the finite and infinite time LQR problems
in Section 5.1, the bulk of this section builds the tools to prove Theorem 5.2 in Section 5.5.
In Sections 5.2, 5.3, and 5.4, the variational and adjoint equations, needle variations, tangent
cones, and, of course, the Hamiltonian are defined. Again, it is noted that the Hamilto-
nian presented in Section 5.4 will look “different” from the standard case but maintains
the required maximization properties—see Lemmata 5.17 and 5.18—required to prove the
Maximum Principle. In Section 5.6, the Maximum Principle is used to characterize solu-
tions to the finite time LQR problem and the geometric version of the Riccati equation is
given. In Section 5.7, solutions to the Riccati equation are shown to exist as the final time
in the LQR problem tends to infinity. In arriving at this result, the geometric analogue
of the minimum energy controller is defined. Finally, the trajectory corresponding to the
solution of the Riccati equation, as the final time tends to infinity, is shown to be optimal
in the sense of the infinite time LQR problem.

5.1. LQR problem definitions. Let X, be a reference vector field, with a reference tra-
jectory o defined on I, for an affine system A. The linearization, a time-dependent affine
system A;";f on T'M, is defined as in Section 3:
AT oy = AXTe(t ) + VIR(X) | X € L(A) -

To formulate an LQR problem for the linearization .A;";f requires the following constructions.
For a vector bundle 7: E — B, we denote by ¥o(FE) be the bundle of symmetric (0,2)-
tensors on B. To define the cost function along the reference trajectory, let () be an LI
section of Yo(T'M |image(q,.r)) With the property that Q(t) is positive-semidefinite for each
t € I. Also, let R be an LI section of ¥a(L(A)|image( with the property that R(t) is
positive-definite for each ¢t € I.

’Yref))
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5.1 Problem: (i) (Finite time, fixed interval, free endpoint problem) Find a vector field
Y [to,t1] = T'M along ~yef such that T € Traj (Az;f, t1,tp) and minimizes the cost

T(V(t0),t0,1) = 3 F () (X(1), (e + [ 5QUO(E), Y(0)+ 5 RO(X (1), X (1)),

to

where F'(t1) is a symmetric positive-semidefinite (0, 2)-tensor on T’ ) M.

(ii) (Infinite time, free endpoint problem) Find a vector field Y: [tg,00) — T'M along ~ef
such that Y € Traj(AZL,, t9) and minimizes the cost

ref?

J(X(to),to,0) = | 1@( (), (1) + R( )(X(#), X (2))dt. .

to

The Lagrangian associated with Problem 5.1 is the map L: TM x L(A) — R defined

by
L(Y(t), X(t) = %Q(t)(T(t%T(t)) + %R(t)(X(t),X(t))- (5.1)

Let L: TM — R be a smooth map and define the fiber derivative as the map FL: TM —
T*M given by

d
ds

In the natural coordinates for TM and T M, the local representative of the fibre derivative

is given by
OL OL
1 1 1 n
((z,...,2"), (v, ..., 0") — <(a: ooy, <8v1’“"3v”>>'

For a fixed section X of L(A), the restriction of the fiber derivative along 7t applied
to (5.1) yields FL(Y(t)) = Q"(t)Y(¢).

Theorem 5.2, stated below, is used to characterize solutions to Problem 5.1(i) in Sec-
tion 5.6. The infinite time problem, Problem 5.1(ii), is addressed in Section 5.7. The
proof of Theorem 5.2 is found in Section 5.5 after building the necessary background in
Sections 5.2, 5.3 and 5.4. Let ¢(t): L(A),u(t)) = Thee(tyM be the natural inclusion with

(1) T; (t)M — L(A)z(tmef(t)) its dual.

5.2 Theorem: Let A be an affine system with reference vector field X,of and a controllable
linearization Az;f along et Let to,t1 € R satisfy to < t1 and let vy 1) € Ty 1) M-
Suppose that (T, X,) solves Problem 5.1(i). Then there exists a covector field Ay : [to, t1] —

T*M along Yrer sSuch that the following equations on TM & T*M hold:

(FL(vg);wg) = L(vg + swy).

s=0

T.(t) = Xref(t T (8)) + VI (R (1) () A (D) (X (1)),
As(t) = Xee (1, As (1)) = VIR(FL(To(1))) (Ax (1)),

where Ty (to) = vy, () and Ax(t1) = FP ()Y (ty).
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5.2. The variational and adjoint equations. In the standard theory of optimal control for
non-linear controls systems on a manifold M, the variational equations are given by the
linearization of the dynamics. A trajectory of the variational equations is interpreted as
an infinitesimal variation arising from varying the initial conditions of a fixed trajectory on
M. In the present geometric framework, the varying of initial conditions for a trajectory
for ArTf corresponds to a variation in the fiber over 7o at the initial time. In other words,

€
the trajectories of the variational equation will be vertical.

T

5.3 Definition: Let A be an affine system with linearization A,

vector field X,¢f. The variational equation for Az;f is

along yef and reference

T(t) = XL(t, T(t)) + vIft(X () (T(t)),

ref
E(t) = (Xren) " (£,E(1)),
where Z(t) is a vertical vector field along Y(¢). .

The trajectories of the variational equations can be interpreted as infinitesimal variations
in the following way. Fix a section X of L(A) along vef and consider the variations of the
resulting trajectory Y. An Azzaf-variation of Tisamap ¥: JxI — T M with the following
properties:

1. J C R for which 0 € int(J);

2. X is continuous;

3. X(s,t) is a trajectory of AL, for each s € J;
4. 3(0,t) = Y(t);

5. mramr(8,t) = Yref;

6. the map I 5t~ | _ ¥(s,t) € TTM is LAC.

For an Ag;f—variation Y of T, a vector field Vs along T is defined by

Ve(t) = . S(s, 1) (5.2)

As a consequence of property 5, the vector field Vx(t) along Y is vertical. In the natural
coordinates (z,v,u,w) for TT M, Vx(t) is given by

VE(t) = (’Yref(t% T(t)v 07 VE(t))

5.4 Proposition: Let A be an affine system on M with reference vector field Xyof and LAC
reference trajectory Yret- Let T be a trajectory of ArTCf. For a vertical vector field Z along
T, the following statements are equivalent:

T )T.
ref/
(ii) there exists an Al -variation ¥ of T such that Vs, = .

(i) E is a integral curve of (X
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Proof: (ii)=(i) Let ¥ be an AL -variation ¥ of YT for which V& = Z. Since X(s,t) is a

ref”

trajectory of Az;f for each s € J,

%Z(s,t} = XL.(t, (s, 1)) 4+ VIFt(X (1)) (2(s, 1)), (5.3)

using a set of local generators {XZL. vIft(Xy),...,vIft(Xg)} for AL, where
{Xiet, X1,..., X} are local generators for A.  Differentiating (5.3) in coordinates
with respect to s at s = 0 yields

d d T

2 _ 4 xTLg,x
dtVE(t) ds o ref(t7 (S,t))

= (Xref(tv 'Yref(t))> DXref(ta 'Yref(t)) (T(t))7 0, DXref(tv 'Yref(t)) (VE (t)))

For wy, € T,,TM the principle part of (XL )T (¢,w,,) in the natural coordinates for TT M is
(Xref(t, ), DX et (t, ) v, DX ef(t, )u, DX ef(t, )w) which gives %Vg(t) = (XZ)T(t, V(1))
as desired.

(i)=-(ii) This follows by choosing ¥ to be the AL ~variation of T such that

d

— (s, tg) = =(tg). |
as| . (s,t0) = Z(to)

By making the natural identification of the fibers of the vertical subbundle of TT'M with
the fibers of the tangent bundle of M, it is possible to view trajectories of the variational
equation as vector fields along ver. The end effect is that the curves ¢t — Y(t) ® Z(¢) in
the Whitney sum T'M & T M, a vector bundle over M, are used to formulate the optimal
control problem. The refined variational definitions are as follows.

5.5 Definition: The variational equation for Az;f is

T(t) = Xee(t, T(2)) + VI(X (8)) (Y (2)),
E(t) = Xree(t, E(1)),
where = is a vector field along ~yef. °

Note that Definition 5.5 agrees with the statement “the linearization of a linear system
is the original linear system.” The upshot is that the adjoint equation will evolve on
TM @ T*M, which allows for the effect of the cost to be incorporated into the adjoint
equations for the extended system; see Definition 5.10.

5.6 Definition: The adjoint equation for flz;f is

T(t) = XLe(t, T(t)) + vIft(X () (Y (1)),

ref
A(t) = X (8, A1),
where A is a covector field along ~yef. °

The adjoint equations will play an important role in the statement and proof of the Max-
imum Principle. The relationship between the adjoint equations and variational equations
is provided by Proposition 5.7.
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5.7 Proposition: If the curve t — Y(t) ® A(t) (resp. t — Y(t) ® Z(t)) satisfies the adjoint
equations (resp. variational equations), then the pairing (A(t);E(t)) is constant along Yret

(i-e., (A(2); E(1)) = (Alto); E(t0)))-

Proof: This follows from a direct computation of % (A(t); Z(t)) using the coordinate versions
of the adjoint and variational equations. |

A geometric interpretation of the adjoint equations is that they describe the evolution
of a hyperplane in TM along ~yef.
5.8 Corollary: Let A(ty) € T*
P CT, yM and A(t) €

iy M and let Py, = coann(A(to)). For each t € [to,t1] define
(t)M by asking that

P={=2(t)| t— T(t) @ E(t) satisfies the variation equation with =(tg) € Py, }

and that t — Y (t) & A(t) is a solution of the adjoint equations with initial condition A(ty) €
T toyM- Then Py = coann(A(t)) for every t € [to,t1].
5.3. Needle variations and tangent cones. Roughly speaking the tangent cone is con-
structed by pushing forward needle variations. Its properties are instrumental in proving
the Maximum Principle. The key property of the tangent cone is convexity. The main role
of the tangent cone is to approximate the reachable set and it is interpreted as the set of
“directions” from which a trajectory can start. In the case of a linear system, both the
reachable set R(v,, ), t to) and the tangent cone at time ¢ are contained in the tangent
space T, .M. In fact, they are equal [Lee and Markus 1967]. However, since the proof of
the Maximum Principle makes use of the extended system in Definition 5.9, which is not
linear because of the cost being quadratic, this means that the general setup to construct
the tangent cone is still required.

To prove the Maximum Principle, it is advantageous to include the cost as a state
variable by defining the extended system.

5.9 Definition: The extended system, denoted by flfef CTM x R, is defined by asking
that a trajectory T = (T, Y0) satisfies the differential equations

T(t) = Xpee(t, V(1)) + vIE6(X (1)) (T (1)),
TO(t) = L(Y(¢), X(1)). .

The adjoint and variational equations can be obtained as before from the linearization
of the extended system along a trajectory that projects to the reference trajectory. The
effect of the cost enters the adjoint and variational equations using the fiber derivative of
the Lagrangian.

5.10 Definition: (i) The extended variational equation is defined by

T(t) = Xeerlt, T (1)) + vIR(X (1) (T(1)),
TO(t) = L(Y (1), X (1)),

(1) = Xierlt, E(1)),

=(t) = FL(T()Z(),

[1]

where = is a vector field along ~yef.
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(ii) The extended adjoint equation is defined by

T(t) = Xj(t, T (1)) + vIE(X (£)) (T (1)),

TO(t) = L(Y (1), X (1)),

A(t) = XTL(t, A1) + A%(t) vIft(FL(Y(2)))A(t),
\%(t) = 0,

=

where A(t) is a covector field along et .

The first step toward constructing the tangent cone involves defining needle variations
for the extended system, Definition 5.9. The motivation for using needle variations versus
some other variety of variations is that the constructions involving needle variations are
enough prove to the Maximum Principle.

5.11 Definition: Let y,t; € R satisfy tg < t1. Let AT . be an extended system with initial

N ref

conditions Y(t9) and X a section of L(A) along et
(i) Fixed interval needle variation data is a triple 6 = (7y, 4y, Zy), where
(a) 19 € (to, t1],
(b) ¢y € R>p, and
(c) Zp is a section of L(A).

(ii) The variation of X associated to the fixed interval needle variation data 6 =
(70, 4o, Zp) is a map Xp: J X [to,t1] — L(A) defined by

Zg(t), t e [79—859,79],

) (5.4)
X(t), otherwise,

X@(Sat) = {

where J = [0, so] is an interval sufficiently small such that Xy(s,-): t — Xg(s,?) is a
section of L(A) along 7yt for each s € J.

(iif) Let ¢t — 2(Xp(s,t), T(to), to, t) be the trajectory of flz;f corresponding to Xy(s, -) with
the fixed interval needle variation data 6 = (79,4, Zy). The fized interval needle
variation associated with X is defined by

d -
vw= ;|  EXols), T(t) to,) (5.5)
51s=0
and is a vertical curve in VI'M x R which projects to vyef. °

The existence of the derivative in (5.5) is guaranteed when 7y is a Lebesgue point [Lee
and Markus 1967, §4.1].

5.12 Definition: Let X,of be an LIC®™ reference vector field for A with reference trajectory
Yref and let X be an Ll-section of L(A) along ver. A point 7 € I is a Lebesgue point of
flz;f if in local coordinates
1 (7 . 4
lim — | X (t) — X' ()| dt =0,
S

s=0s J, _

where i € {1,...,n}. o
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It is noted that almost every 7y € (to,t1] is a Lebesgue point. For the fixed interval
needle variation data 6 = (7, ¢y, Zp), where 7y is a Lebesgue point, the fixed interval needle
variation vy has the form,

vg(19) = Lo(VIft(Zp(19) — X (79)), L(Y (19), Zo(19) — X (79))), (5.6)

[Lee and Markus 1967, §4.1]. In light of (5.6), fixed interval needle variations will be
considered as elements of L(A) x R. The set of fixed interval needle variations at Lebesgue
points form a cone in L(A) x R. More precisely, if vy is a fixed interval needle variation
with data 0 = (19,09, Zp) and A € R>p, then vy is a fixed interval needle variation with
data (79, Mg, Zp). Assigning the notation A0 = (7y, A\ly, Zp) implies the relation vyg = Avg.

The above constructions are now extended to allow for multiple variations of X to
contribute to corresponding fixed interval needle variations.

5.13 Definition: Let tp,t; € R satisfy tg < t1. Let flz;f be an extended system with initial

conditions Y (#p) and X a section of L(A).

(i) Fized interval multi-needle variation data is a collection © = {61,...,0;} of
fixed interval needle variation data 6; = (75,¢;,Z2;), j € {1,...,k}, such that the
times 71, ..., 7T are distinct Lebesgue points.

(ii) The wariation of X associated to the fixed interval multi-needle variation data
© ={61,...,0} is amap Xg: J X [tg, 1] = L(A) defined by

Zj(t)v tE[Tj_S€j7Tj]a jE{l,...,k’},

. (5.7)
X(t), otherwise,

Xo(s,t) = {

where J = [0, s¢] is an interval sufficiently small that Xg(s,-): t = Xp(s,t) is a section
of L(A) along et for each s € J.

(iii) Let X(Xeo(s,), Y(to), to, ) be the trajectory corresponding to Xeg(s,-) with the fixed
interval multi-needle variation data © = {6y,...,60,}. The fized interval multi-
needle variation associated with X is defined by

d

= = S(Xo(s, ), T(to), to, ) (5.8)

s=0

Vo

and projects to Yyer. °

If ; <t, je{l,...,k}, associated with the fixed interval multi-needle variation data
O ={61,...,0;}, then vy exists and is given by

k
ve(t) =Y @ g, (5.9)
j=1

where vg; is the fixed interval needle variation for 6; and where Prp 18 the flow, from 7;
to t, of the linear part of the extended variational equation, Definition 5.10(i), with fixed
section X (t), [Lee and Markus 1967, §4.1]. That is, ®., ; is the flow corresponding to

(11

ref

() = XLt E (1))
(1) = FL(Y(£)E(0).

(1]
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If © = {61,...,0;} is fixed interval multi-needle variation data and if A = {A1,..., A}, A5 €
R>0, then denote AO = {161, ..., A\i0}. With this notation, a coned convex combination
of fixed interval multi-needle variations takes the form

k
velt) =D Or 1), (5.10)

Furthermore, if Z?:l Aj =1, then the limit % ’S:O Y(Xxo(s, ), T(to), to, -) exists uniformly
in \.

Finally we define fixed interval tangent cones for the extended system.
5.14 Definition: Let #p,t; € R satisfy tg < t1. Let Aref be an extended system with initial

conditions T (¢y) and X a section of L(A). For t € [to, 1] define the fized interval tangent
cone at t, denoted by K(X,Y(ty),to,t), as the closure of the coned convex hull of the set

U{(I)7—7t’l) | v is a fixed interval needle variation at a Lebesgue point 7}. .

The next lemma tells us that points in the interior of the fixed interval tangent cone are
in the reachable set.

5.15 Lemma: ([Lee and Markus 1967, §4.1, Lemma 2]) Let to,t1 € R satisfy ty < t;.
Let Aref be an extended system with initial conditions Y (to) and X a section of L(A). If vy €
int (K (X, T(to), to,t)) fort € [to, t1], then there exists a convex cone K C K(X,Y(to), to,t)
such that
(i) vo € int (K) and
(ii) {S(X(t), T(to),to,t) +ev | v € K,} C Rﬁz;f(”f(to),t,to) where € > 0 is sufficiently
small.

5.4. The Hamiltonian. The next required ingredient is a Hamiltonian. The Hamiltonian,
H AT defined below differs from that of the general setup because of the previous identi-
fication of the fibers of the vertical subbundle of TTM with the fibers of TM. Note that
since there is not a natural notion of exterior differentiation along a curve, this Hamilto-
nian does not give rise to Hamilton’s equations. However, the following Hamiltonian does
maintain the required maximization properties, see Lemmata 5.17 and 5.18, required to
prove the Maximum Principle. Also, the Hamilton—Jacobi equations, using the analogue of
H AT AOL in the standard setup, provide the desired value/form of the optimal cost and its
relationship with the Riccati equation. Recall that .*(t): T (M = L(A)} ( is the
dual of the inclusion map.

tYref(t))

5.16 Definition: Let A be an affine system with linearization ‘Aref along ypef. Let L: TM x
L(A) = R be the Lagrangian defined by (5.1) and let AL, be the extended system.

(i) The Hamiltonian is the function
Hyr : (TM &T*M) x L(A) > R
(T(t) ® A(t), X(2) = ((HAR); X (1))
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(ii) The mazimum Hamiltonian is the function
H™: TM & T*M — R
(T() ® A(t)) = sup{H gz (T(t) © A1), X (1)) | X(1) € L(A)t 0 }-

ref

(iii) The extended Hamiltonian is the function

Hyr o (TM x R) @ (T*M x R)) x L(A) - R
(T() @ A1), X (1) = (F(OA®); X (8)) + A° () L(T(F), X (¢)).

(iv) The extended maximum Hamiltonian is the function

g0y (TM x R) & (T°M x R) - R

(Tt ® A1) = sup{H iz, (T @ A1), X(0) | X(1) € L(A) 00}

The following lemmata provide a relationship between the Hamiltonian and the tangent
cones of Section 5.3. It is interesting to note that these maximization statements only
involve properties of tangent cones and do not rely on the optimal control problem data
and, although they are stated for the extended system, they hold for general non-linear
systems.

5.17 Lemma: (Hamiltonian maximization property) Let A be an affine system with
linearization A;"éf along vt and extended system A;"éf. Let tg,t1 € R satisfy tg < t1 and let

(T(t) ® A(t), X(t)) € ((TM x R) @& (T*M x R)) x L(A). Then HAL(T(t) o A(t), X(t)) =
Hzliz‘(f(t) @ A(t)) if and only if,

{(F(OA®), A(1));0(1)) <0,
where v(t) € {(X(t) — X(t), L(Y(t), X (t) — X (1)) | X(t) € L(A)tr,.)}-

Proof: Let X be a section of L(A) along vyer. Then
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5.18 Lemma: (Hamiltonian maximization and the fixed interval tangent cone)
Let A be an affine system with linearization .A::’;f along vrer and extended system .A;‘gf. Let
to,t1 € R satisfy to < t1 and let X(t) € L(A); 5, ). For each t € [to,t1] let ky be a convex

cone in L(A) ., ) containing K (X (t), Y(to), to,t) and suppose, for some time T € [to, 1],
that there exists a covector (A(1),A°(7)) € T3 (M xR such that

(F(OAT),A°(T);0,) <O, vy € ir

Let t — T(t) @ A(t) be a solution to the extended adjoint equation for flz;f along et with
the above property at time 7. Then, for almost every t € [to, 7],

Hr (Y(t) @ A(t), X (1) = HEX(T(t) @ A(1)).

ref ref

Proof: Let x¢ € L(A)(t,.(t))- Then, by definition of the fixed interval tangent cone,
®, - (xe — X(8), LY, xe — X (1)) € K(X(7),T(to), to, 7) C rir.

By hypothesis,

(¢ (OA(T), A%(7)); @ - (xe, L(T(2), xe)
—{(*(R)A(), A(7)); (X (1), L(T (1), X (1)) < 0.

Now use the definition of the adjoint equations to obtain

(((OAR), A°(1); (xe = X (8), L(Y (), xe — X (2))) < 0.

Since this holds for every x; € L(A); ., (), the lemma follows from Lemma 5.17. [ |

5.5. Proof of Theorem 5.2. With the constructions of Sections 5.2, 5.3, andA5.4 for the ex-
tended system, the proof of the Maximum Principle is as follows. Note that R ;r (vs,to,t1)
ref

denotes the reachable set from v, for the extended system and is defined in a similar manner
to ZRATf(’UI, to,t1).

Theorem 5.2: Let A be an affine system with a controllable linearisation Az;f along Yret and
reference vector field Xyer. Let to,t1 € R satisfy to < t1 and let vy, 1) € T, 19)M - Suppose
that (Y., X«) solves Problem 5.1(i). Then there exists a covector field As: [to, t1] — T*M

along Yret such that the following equations on TM & T*M hold:

Tu(t) = Xop(t, Tu(t)) + VIR (RE ()" (1) AL (1)) (T (1)),
Au(t) = XT5 (8, A () — VIB(FL(Y,(£))Au(t),

ref

where Tu(to) = vy, (1) and Ai(t1) = FP(t1)Y(t1).

Proof: Let (Y, X,) be an optimal trajectory for Problem 5.1(i). The proof relies on the
construction of a hyperplane which is used to define the final condition for the extended
adjoint equations.

Lemma (0, ), —1) € T}, )M x R is not in the interior of K (X, T(to), to, t1).
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Proof: At each time t € [to, 1] the reachable set at time ¢ for the extended system is
contained in T, )M x R, as is the fixed interval tangent cone. To prove the lemma, the
important non-trivial fact that the fixed interval tangent cone is contained in the reachable
set is utilized, Lemma 5.15. Suppose that (0, ), —1) € int(K (X,, Y(to),to,t1)). Then
(O’Yref(tl)’ —1) € RA?;f(Uvref(to)’tO’tl)- This implies there are points in :Rflz;f(v%ef(to)’to’tl)
whose final cost are lower than YY(¢;) which contradicts the hypothesis that (Y., X,) is
optimal. v

Since K(X.,Y(to),to,t1) is convex and (0, ), —1) & int(K (X, T (o), to, 1)), there
exist a hyperplane P(t1) separating K (X., T (to), to,t1) and (0q,e(t1)> —1) [Lee and Markus
1967]. Let A,(t;) € ann(P(t1)) and note that

~

<A*(t1)7 (O’Yref(tl)? _1)> > 07

(Aa(t1);Byg0) SO0 Dyer) € K (X By yia) tos t1)-
The first expression implies that A%(t;) < 0. Let A, be the adjoint response with final
condition A,(t;) which implies that A%(¢) is also constant. If A # 0 then, without loss
of generality, set A = —1 by redefining A, as —(A%)~'A,. The linearity of the adjoint
equation and a non-zero initial condition implies that A. # (04, (), 0) for every t € [to, 1]
which implies that either A2 = —1 or A,(t9) # 0r,es(to)-
The next step is to prove by contradiction, using the controllability assumption, that
A% £ 0. Suppose that AY = 0. Then (A, 0) satisfies the adjoint equations:
T(t) = Xrer(t, T(1)) + VIR(X () (Y (2)),
TO(t) = L(Y (), X (1)),
A(t) = Xiee (A1),

A%(t) =0,
where A(t) is a covector field along v,ef. The Hamiltonian for the extended system becomes

Hjp o (T2(6) © Ra(8), X.(0) = (0 (DA () X ()

The function H AT 0L is a linear function of X, and is maximized if *(¢)A.(t) = 0. Thus
Ai(t) € ann(L(A),, 1)) for all ¢t € [to,t1]. The controllability hypothesis then implies
that A.(t) = 0, ) for all t > #5. Since A.(t) satisfies the linear differential equation
A(t) = XLi(t, A(t)), it follows that A.(to) = 0, )
condition that either A = —1 or A.(to) # 0., ,(to)-

Assume A? = —1. By Lemma 5.18, A, maximizes the Hamiltonian

which contradicts the non-triviality

P . Since
AT AOL

H;r o, is a quadratic function of X and R(t) is positive-definite, the Hamiltonian is
ref?

A
maximized if

C)A() + AR (1) X, (t) = 0.
The above equation can be solved for the optimal control in terms of the costate variable
to obtain

X, (t) = —%Rﬁ(t)b*(t)A*(t).

The proof now follows from the form of the extended adjoint equations. |
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5.6. Characterizing the finite time LQR problem. The next theorem characterizes so-
lutions to Problem 5.1(i) using Theorem 5.2 and introduces the geometric version of the
differential Riccati equation.

5.19 Theorem: The following are equivalent:

(i) there exists a unique solution K, a symmetric (0,2)-tensor along Yyt such that K(t)
is positive-definite for each t € [to,t1], to the Riccati equation

FXermet (1) — K ()R (OK (1) + Q(t) =0,  K(t1) = F(t),

for each t € [to, t1];
(ii) there exists a solution to Problem 5.1(i);
(iii) the pair (Y(t),A(t)) satisfy

T(t) = XLe(t, Y (1)) + vIt(RE (£)0* (1) A1) (T(t)),

ref

A(t) = XE (¢, A(t)) — vIF(FL(Y()))A(t),

ref
where Y(to) = vy (1,) and A(t1) = FP ()Y (ty).

Proof: (i)=(ii) Let T € Traj(Al, t1,ty) and let K be a symmetric (0, 2)-tensor field along
Yref Such that K (t) is positive-definite for each ¢ € [tg,¢1] and that K satisfies the Riccati
equation with final condition K (t;) = F(t1). Note that K”(t): Ty uiyM — T3 (M is a
linear map. Now integrate both sides of

1
T2

over the interval [tg,¢1] and add the result to the cost to obtain

<<3Xref,wref(Kb(t)T(t)); T(t)) + (K ()Y (t); 3Xfef’%ef(T(t))>) ,

J(Y(to), to, t1) + %<Kb(t1)T(t1); T(t1)) — %(Kb(to)T(to); T (o))

=5 [ QUK. Y0 + RO, X) + (F X0 (00 (1) (1)

(R (00(0); L0 (0(1)) b+ 3 F () (X (1), Y (1))

Now in local coordinates—for brevity the time dependence is no longer indicated—the right
hand side is

I o o d )¢ N . ,
3 ), Qi T + Ry X' X7 + <dt(KijTl) + agff&g@) T+ K Y(t) X7 dt
0
1 [t . - dK;;
=5 [ QuYT'Y 4R X'X7 + th
to

g aXl%f L~rg
T —|—Kz‘j78x; T

oxt .y 4 ,
+ Kijb(t)XlTjaTr;fKMTlTJ + KiszL(t)X] dt

1 [ ) . ) )
=5 | Ry(X'+ R¥* () Koo T (X7 + RIS (1) Ko YY)
to

K ox3, OX! -
+ ( U Ky el S G — K (R (DK + Qij> TiTI dt.
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Using the hypothesis, the cost becomes

5 | IX(0) + RO (0K @Ol d

to

T(T(t0), to,t1) = 5 U (t0) T(t0); T (t0)) +

and the cost is then minimized by choosing a trajectory YT such that
X(t) = —RHt) () K (8) Y (¢). (5.11)

(ii)=-(iii) By the Maximum Principle, Theorem 5.2, this follows.
(iii)=-(i) The following lemma will aid in the construction of a solution to the Riccati
equation.

Lemma Let Y: I — TM and A: I — T*M be vector and covector fields along ~ef,
respectively. Consider the following statements:

(i) the pair (Y, A) satisfy

T(t) = Xpee(t, T(1)) + VIR (1) () A()) (T (1)),
A(t) = Xyep (1, A()) — VIR(FL(Y (1)) A(t),

(to) and A(tl) = Fb(tl)T(tl);

(
(

where Y (ty) = v

Vref

. X7 XT
(ii) T(t) = Ki(t )@tlrﬁf(T(tl)) A(t) = Ka(t)®, 5" (Y(t1)) where Ki(t): T, M —
ety M and Ko (t): T oyM — T7 (nM are linear maps for each t € [to, 1] and

satlsfy
Rt ] (1) = o) RE (D)0 (0 Ka(8),
LAt Ky (1) = Q () K (1),
where K is invertible, Kj(t1) = idpas, and Ka(ty) = F(t1).
Then (i)=-(ii).
Proof: Note that FL(Y(t)) = Q°(t)Y(t). Assuming (i), let (T, A) be the pair satisfying
LRttt (Y(1)) = () RA () (A1),
FAerer(A(t)) = —Q (1) Y (1),
with initial conditions Y(t9) = vy, (o) and A(t1) = F°(t)Y(t1). Let n(t) = @tlrif(T(tl)).

That is, 7 is the integral curve of XL such that n(t;) = Y(t1). Next define the pair
(T(t),A(t)) by T(t) = K1(t)n(t) and A( ) = Ka(t)n(t), respectively. The coordinate calcu-
lations
(Xt (T (1)) = (501 (K (1))

d i X, 8Xre ;
- <dtK112( )) 0 () + Ko ()5 )’ (1) = 5 ZH(E) K (0’ (1)

0K | s
- 815;1@) Xietn(0)n' (1) + K1 4(2) a;ir;f(n(t))nf(t)

(2

- et )62 00
= (LS (@) = (B (DA
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and similarly
(FXretmet (A (1))F = (L Kret et (Ko (£)1(t)))?
— (gXTEf”YrefKQ(t)n(t))i = f(Qb(t)Y(t))Z,

show that (T(), A(t)) and (T(¢), A(t)) satisfy the same differential equation. Since Ki(t1) =

idT]\/[7 and K2<t1) = F(tl), it follows that (T(tl),A(h)) = (T(tl),Fb(tl)T(tl)), and the
lemma follows by the uniqueness of solutions to differential equations. v

'Yref(T) € T’Yref(T)M’ w'Yref(T) € ima‘ge(Kl(T))' Let

y and Au(t1) = F°(t,)Y(t;). By the lemma it

It is now shown that, given any w
(Y., Ay) satisfy (iii) with Y(7) = w
follows that

'Vref(T

T
Wyes(r) = Ta(7) = Ki(m)®) (T4 (t1))

t1,T
which implies that K (7) is invertible.
If (T, A) satisfy (iii) and K;(t) is invertible for all ¢t € [to, 1], then by the lemma the
following linear relationship holds:

A(t) = Ka(t) K1 (1Y ().

To show that K(t) = Ko(t)K; '(t) satisfies the Riccati equation in statement (i), it is
first observed that K(t;) = F(t1) by construction. Using the linear relationship A(t) =
K (t)Y(t), the costate equation is

(@ (D)L(1); (1)) 4 (Lt et (K (1) Y (£)); Y (£)) = 0.
In coordinates the above equation becomes

)

Rig(5T (00 (1) + Ky (1) (‘9 Koot (1)) — L<t>R“<t>L*<t>As<t>) T (1)

Oxt

OX (et i j i j

i et K ()T ()T (8) + Qi (1) T (1) Y7 (t) = 0.
Again, using the linear relationship of state and costate implies that

: 6‘vaef Xfef
Kij (1) + Koj (8) = (met(t)) + 555 (et (£)) Kie (1) -
Ko () (t) R (1) (¢) Kis (t) + Qi5(t) = 0.
Thus K (t) satisfies
LRt et (1) — K2 () () RE () (£) K (t) + Q(t) = 0. |

5.20 Remark: The coordinate expression

l l
Kig1) + Ky (1) 2 (1)) + O 2 (1) K (1)

— K ()e(t) R (8)0* (8) Kis(t) + Qi(t) = 0,
recovers the standard Riccati equation

K@)+ K@t)At) + AT(t)K(t) — K(t)B(t)R™1 ()BT (1)K (t) + Q(t) = 0. .
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5.7. Infinite time LQR problems. In this section the solution to Problem 5.1(ii) is con-
structed by extending the ideas of Theorem 5.19 to the infinite time case. This will require
various uniformity bounds on the problem data and ensuring the existence of solutions to
the Riccati equation as the final time tends to infinity.

The idea is to construct the analogue of the minimum energy controller in the present
geometric framework. We quickly recall from [Brockett 1970] the development of this con-
troller. We suppose that we have a controllable time-varying linear system (A, B). Given
an initial state zo € R™ and tg,t; € R satisfying tg < t1, we seek a control u: I — IR™ that
steers xg to the origin at time ¢; while minimizing the energy

t1
/ ().
to

One can show that the control is given by
u(o) = —BT(0)®" (to, o)n,
where 7 satisfies W (g, t1)n = xo. The trajectory corresponding to this control is
z(7) = ®(1,t0) (w0 — W (to, )W (o, t1)0) -

To develop our analogue to this minimum energy control law, define W(t,¢1), a
(2,0)-tensor on T, M, as the solution to

FXrer et WP (¢ 41) = o(¢)R(£)P(8). (5.12)

The differential equation (5.12) should be thought of as the geometric analogue of the
formula

d

3V (tt) = AW ) + W(t,t1)AT(t) — B(t)BT(t)  W(t1,t1) =0,

for the derivative of the standard controllability Gramian (4.3). The rule for differentiating
with respect to second parameter is provided by the following lemma.

5.21 Lemma: If W(t,t1) is a (2,0)-tensor on T, (M satisfying FKret et WOt 7)) =
L(t)R(t)4*(t), then
d *
W (t,7) = O, (1) RE (7)o (1) et
T ' ’

Proof: In coordinates & Xret et W (t, 1) = 1(t)R(t)!1*(t) is given by
ngef77refWij(t’ ) — RY(t) =0

ij

ow j 8X1§e 7 ane 25
= Xr’“ef(%ef(t))w(t, T) — Wh (t,T)aka — Wik, T)aka —~R9(t)=0

d/d._ .. d . 0X! d , 0X
o 2 yarig - kj ref ik ref _ 1
at (dTW (“)> dr (W t T)) drk  dr (W (t”)) 0. (5.13)
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To complete the proof it is shown that ¢ ;efb( )Rﬁ(T)L*(T)(I)X”Q‘f also satisfies the differential

t,T

equation (5.13). Applying the “hackward differentiation lemma” [Abraham, Marsden, and
Ratiu 1988],

T
GO 00) =~ o XEi(wy)
dt
yields
d X XT* T " XT*
3 (B RO 00l ) = XX r e (el
xT «  XTT
= () P (1) RE ()7 (7) X g @11
which in coordinates becomes
d XT XT* Sj 8XI‘ i XT* .
3 (P el ) = @R @]
i 2
+ (@ Tiﬁf)k;Rk( )(q)tofef )l &Uff’
providing the desired result. |

The next lemma plays a central role in the rest of the proof.

5.22 Lemma: If ‘Aref is controllable from vy € T,

L(A), linear in v, such that, for the resulting trajectory Y1 € Traj(AL
ta(vo,tog) < t1, the following hold:

(Z) Tl(to) = 19 and
(Z’L) Tl(t) == O%cf(t) fO’/’ all t Z tg(’l)o,to).

(to)M; then there exists a section X1 of

o> L1, t0) and time

Proof: In line with the standard minimum energy controller [Brockett 1970], define a vector
field along ~;er by

T(r)=12 ref(T(to)—Wb(tojT)Wﬁ(tovtl)T(to)% (5.14)

to,T

where Y(#9) = vg. The lemma will follow if (5.14) is a trajectory of AZ;. We claim, this is
the trajectory prescribed by the following section of L(A):

X(t) = —R( ()0 n,

where n € T, (1) M satisfies W (to,t1)n = Y(to). If T(7), as defined in (5.14), is a trajec-
tory, then Y'(7) must satisfy

$7ref,Xref(T(T)) — _L(T)R(T)ﬁL* (T)‘I)fgq;* 0.
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Consider the following coordinate computations:
X (W (b0, 7))

d re b ‘ 8X1“6 re b k
= = (@0 W toTIn) = L (prlr) (S W (b0, 7))

= L (@S 10, ) — s @il 1, 7
= Pt () (@5 0, ),
@EL (W t0,m)) s — 22538 () (55059 10, )
= (@) S (W10, 7) )
= (@R )@

= R"(r )(‘I%O“if)sm ((r)R(r ) (1)L )’

and

Vrefs Xref Xrif — i ref ‘ _ aXI,fef ref K
G X (G T (1)) = — (Tt ) — 2L (G T (to) )
oX? X

_0X!
- axrl:f(q)tofef)kT]( 0) — amrlcef <((I)tofef)k’r]( )>:O'

Combining the above coordinate calculations gives
Lo (V1)) = LN (G (L (ko) = W (to, T)WHto, )T (10))
= X (B (1)) — S (@ W 0, )
— — U R( (S,
as desired. |

Now Lemmata 5.21 and 5.22 are used to prove that solutions to the Riccati equation
exist as the final time in the LQR problem tends to infinity.

5.23 Proposition: For fized t1, let K¢, (t) be a solution to
FXretMet [ (1) — K2 ()0 (£)RE ) () K (1) + Q(t) =0,  K(t1) =0, (5.15)

for each t € [to,t1]. If AL, is controllable, then
(Z) limtl%oo Ktl( ) K( ) and
(ii) K(t) satisfies (5.15).

Proof: (i) Let T, € Traj(AZL;, t1,t0) be a vector field along e that minimizes the cost

J(Y(to),to,t1) _!

5 Q). T(0) + RE(X (1), X (1)) dt

to
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provided by Theorem 5.19. Since AL, is controllable, there exists T; € Traj(AZL,, t1,t9) and

ref ref?

a time to(Y.(to),t0) < t; such that
1. Tl(t()) = T*(to) and

2. Tl(t) =0 ) for all ¢ Z tQ(T*(tO),tO).

’Vrcf(t

The idea is to choose, by Lemma 5.22, a control that steers the system to zero along the
reference curve in time to < t; and which depends on both the initial condition T, (#y) and
to. Once the system is at zero, the control is set to zero and because the system is linear
the state remains zero along the reference curve.

The calculations in the proof of Theorem 5.19 show that the value of the minimal cost
and the solution to the Riccati equation are related by

Ky, (to) (Y« (to), Tu(to)) = J(Lu(to), to, t1).

The optimality of the trajectory Y. (¢) implies that

Ky, (t0)(T«(to), Ti(to)) = J(Yulto), to, t1) < J(T1(to), o, t1)

=5 [ QDONEL T + RO (). X (7)) dr

+, t Q)T T1(7) + RE)(X1(7), Xa(7) dr

=2 t S QL1 Ta(r) + RO(Xa(7), X (7)) dr.

The trajectory
XT
(1) = @, (Y (to) — W’ (to, T)WE(to, t2) Y (t0)),

- Tto,T

and the control -
Xi(7) = —R(7)"* (1)@, » WH(to, t2) Y (to),

to,T

are linear in the initial condition, which implies that

Koy (10) (Tulto), Xlt0)) < 5 [ QEO(T1(), Tu(r) + R (Xa(7), X1(7) dr

to

< f(to, t2)(T(to), Yu(to)),

where f(to,t2) is a non-negative (0,2)-tensor on T, 4,)M. This ensures that, for each to,

the bilinear map Ky, (to): T, ;o) M X Ty, ;t0)M — R satisfies,

sup [K, (t0)(T«(to), Tu(to))| < sup f(to, 2)(Tx(to), Tu(to)) < oo.
t1€R t1€R

Since Ktl(to)(T(to),T(to)) = J(T(to),to,tl) and J(T(to),to,tl) < J(T(to),to,tg) for all

t1 < ta, the map t1 — Ky, (to)(Y(to), Y(to)) is non-decreasing as t; — oo. Using the above
facts, the limit K (¢g) is constructed as follows. Define a quadratic form K (tg) by

K(tO)(U7v) = tllgnoo<Ktbl (to)’U,’U>, vel

Vrcf(tO)MC (516)
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The limit in (5.16) exists because it is a bounded non-deceasing function of ¢;. The polar-
ization identity,

4K (to) (v, w) = K(to)(v + w,v +w) — K(tp)(v — w,v — w),

then defines a symmetric (0, 2)-tensor K (tg) for all v,w € Ty, (i) M.
(ii) Let t € [to, t1] and let K, (t) be a solution to the Riccati equation with final condition
Ky, (t1) = 0. By part (i) of the proof

K(t) = lim K, (t),

t1—00

exists. Now suppose, for t € [to, 1], 1 < t1, that Py (t) is a solution to the Riccati equation
with final condition P (71) = Ky (71). Then, the continuity of solutions to differential
equations implies that Py, (t) = Ky, (t) for t <71 <t;. Thus, it follows that

K(t) = lim Ky (t) = lim P, (t) = Py (t),

t1—00 t1—o0

with final condition K(m) = Py, (71). [ |

5.24 Theorem: The trajectory corresponding to the section of L(A) defined by

X(t) = —RHt)* () K" ()Y (2) (5.17)
is optimal in the sense of Problem 5.1(i1).
Proof: Let J(Y(to),t0,t1) be the cost associated with (5.17) on the interval [to,t1].

Lemma The trajectory Y(¢) corresponding to (5.17) has the associated cost

J(T(fo),to, OO) := lim j(T(to),to,tl) == K(to)(’r(to), T(to))

t1—o0

Proof: Let J(Y(to),to,t1) be the optimal cost. By Proposition 5.23, for € > 0 there exists
T > tg such that

J(Y(to), to, t1) = J(Y(to), to, t1) = Ky, (t0) (Y (t0), T(to)) > K (to)(Y(to), T (to)) — €,

for all t; > T. On the other hand, K (¢) is a solution to the Riccati equation and thus, by
Theorem 5.19,

J(Y(to), to, t1) = K(to)(Y(to), Y (to)) — K (t1)(T(t1), Y(t1)) < K(to)(Y(to), Y(to)). V¥

Now, by contradiction, J(Y(g), tg, o0) is proved to be the optimal cost. By assumption
J(Y(to),t0,00) < J(Y(to),t0,00) and, if the inequality is strict, then there exist a positive
constant C' such that

0 < C < J(Y(tg),te,0) — J(Y(to), to, 00).

To obtain a contradiction, choose a section of L(A) whose cost Ji(Y(t9),t0,00) has the
property that

0< < j(T(to),to, OO) — Jl(to, o0, T(to)) (518)

SIhe!
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For € = % > 0 there exists T' > ty such that

J(Y(to), to, t1) + % = Ky, (to)(Y(to), Y (to)) + %
> K(to)(Y (to), Y (to))

_ C
J(X(to), to, t1) = 1(T(to) b0, t1) + 5, V1 2T,

which contradicts the fact that J(Y (o), to,t1) is the optimal cost. [ |

6. Stability and Stabilization

In this section, stability and stabilization by LQR methods of the linearization are ad-
dressed to complete the geometric picture of LQR theory. In Section 6.1, the stability
definitions for a fixed reference vector field X,of and for linear vector fields over X, are
defined by using a metric on M and a metric on the fibres of TM over image(7yef), respec-
tively. Such metrics are naturally induced by choosing a Riemannian metric G on M. Note
that, unless the state manifold is compact, these stability definitions depend on the choice
of metric. In Section 6.2, Lyapunov’s direct method for linear vector fields on tangent
bundles is introduced. In Section 6.3, after making geometric sense of the terms “linear
state-feedback” and “closed-loop system,” it is proved that the linearization of an affine
system is uniformly asymptotically stabilized using the linear state-feedback provided by
the infinite time LQR problem.

6.1. Stability definitions. Let X, be an LIC™ reference vector field for a time-dependent
affine system A with a reference trajectory vef: I — M. Let G be a Riemannian metric
on M. The Riemannian metric induces a metric on M denoted by dg: M x M — R,. If
LAC(z1,x2,[0,1]) denotes the set of absolutely continuous curves « defined on [0, 1] and
satisfying v(0) = z¢ and (1) = z1, then

1
d = inf t)(v'(t),~'(t)) dt.
sy = ot [ EOED.AD)

The stability definitions for X,¢f along .ef and linear vector fields over X, are as follows.

6.1 Definition: Let X,.¢: I x M — T'M be an LIC® reference vector field with sup I = co
and let vpef: I — M be an integral curve for Xt with the property that ~pe: I — M is
defined on all of I. Let G be a Riemannian metric on M. With respect to Yyef, Xref 18

(i) locally dg-stable if, for each ty € I and for each € > 0, there exists § > 0 such that
dg (o, Yret(to)) < 6 = dg (@fgff(mo),%ef(t)) <€ t>tg;
(ii) locally uniformly dg-stable if, for each € > 0, there exists d > 0 such that
de (0, ret(t0)) < & == dg (D775 (w0), Wet(t)) <€, to € I, t > to;

(iii) locally asymptotically dg-stable if it is locally dg-stable and if, for each ty € I
and € > 0, there exists §, T > 0 such that

dg (20, Tret(to)) < 6 = dg (q)féfff(wo),%ef(t)) <e t>ty+T;
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(iv) locally uniformly asymptotically dg-stable if it is locally uniformly dg-stable

(v)

(vi)

and if, for each € > 0, there exists §, T > 0 such that
dg(zo, Yret(to)) <6 = dc(@fgfff(wo)ﬁref(t)) <e toel, t>T+tp;

locally exponentially dg-stable if, for each ty € I, there exists 6, ¢y, co > 0 such
that

dg (o, Yref(to)) < 0 = dg (<I>f§f§f(:vo),%ef(t)) < crexp(—ca(t —to)), t> to;
locally uniformly exponentially dg-stable if there exists 6§, cq,co > 0 such that

dg (20, Tret(to)) < 6 = dg (‘I’fgfif(ﬂfo),%ef(t)) <crexp(—co(t —to)), to€l, t>t.

For the linear stability definitions, we denote by |-||g the induced norm on tangent
spaces, i.e.,

1Xzlle = VG(Xa, Xe)

for X, € T, M. We can then make the following definitions for stability of a linear vector

field.

6.2 Definition: Let X, be an LIC™ reference vector field with a reference trajectory
Yeof: I — M where supl = oco. Let G be a Riemannian metric on M. The linear vec-
tor field Y: I x TM — TTM over X,ef with respect to Yyef is

(i)

(i)

(iii)

(iv)

G-stable if, for each ty € I, there exists ¢ > 0 such that

H(pzf)vt(UVref(tO))||G(’7ref(t)) < C||v7ref(t0) ||G(’Yref(t0))
for t Z to’ /U'Vrcf(to) € T’Yrcf(tO)M;
uniformly G-stable if there exists ¢ > 0 such that

192, (Vsrertto) 6 () < €1mextto) 6 sertto)
for t() € I’ t Z tO’ ’U’Yref(t()) = T’Yref(tO)M;
asymptotically G-stable if it is G-stable and if, for each ¢ty € I and for each ¢ > 0,

there exists and T" > 0 such that

| (p%,t(v’}/ref(to)) ”G('Yref(t)) < e(to) HUVref(tO) ”G(%ef(to))
for t > to+ T, vy y(ty) € Topor(to) M

uniformly asymptotically G-stable if it is uniformly G-stable and if, for each
€ > 0, there exists T" > 0 such that

1926, (Vs,ertto) 6 (e ) < MVt 6 Guertto
fortoel, t>tg+ 1T, Uy,et(to) S T’Yref(tO)M;
exponentially G-stable if, for each ty € I, there exists c¢1, ¢y > 0 such that
||(th07t(U7rcf(t0)) ||G(7rcf(t)) S €1 H/UWrcf(tO) HG(’YrCf(tO)) eXp(—CQ(t - to))
fOI‘ t 2 to’ U'Yref(to) € T’Yref(tO)M;
uniformly exponentially G-stable if there exists ¢, co > 0 such that
H(I’%vt(vvref(to)) G (et (®) < €1lVrert0) 16 (rretto)) €XP(—C2(t — t0))

for tO S I’ t 2 tO’ U'Yref(tO) € T’Yref(tO)M' *



GEOMETRIC JACOBIAN LINEARIZATION AND LQR THEORY 39

6.3 Example: To illustrate how stability along a non-compact reference trajectory depends
on the choice metric, we take M = IR} and denote by = the standard coordinate for M and
by (z,v) the natural coordinates for TM. We take X = x(% so that

We take the reference trajectory ver: R — M given by vef(t) = €. An integral curve of
XT over this reference trajectory with initial condition (1,vg) at ¢ = 0 has the form

o, (1,v0) = (e, voe?).
On M we consider the family of Riemannian metrics
G, = 2" %dz ® dz,

where A € R. We have )
195, (1,v0)[lg, = voe/2.

We see, therefore, that X7 is
1. Gy-stable over X with respect to Y if A =0,
2. uniformly exponentially Gy-stable if A < 0, and
3. not Gy-stable if A > 0. .

The above definitions, being for linear vector fields, hold both at a global and local level
and are analogous with the standard stability definitions for linear time-varying ordinary
differential equations. The following diagram provides the correspondence between each
type of stability:

UES _—_—~UAS——US
ES AS S

The implications given by transitivity of “if-then” are left off for the sake of clarity. The
only non-trivial implication is UAS = UES, and we show this in Proposition 6.4 below.
In the statement of the result, let Y be a linear vector field over X, and let |H‘I)%;,t”|G

denote the norm of the linear map @%7t]T%ef(to)M: T, sitoyM — T, . 1yM induced by the

VYref
norms on 1T, ;)M and T, M.

6.4 Proposition: The following statements are equivalent:
(i) Y is uniformly asymptotically G-stable with respect to Vyef;
(ii) Y is uniformly exponentially G-stable with respect to Yyef;
(i1i) there exists constants ci,ca > 0 such that |||(I)tYo,tH|G < crexp(—ca(t —tp)).

Proof: (i)=-(ii) Since the system is uniformly G-stable, there exists ¢ > 0 such that

193 + (0t G rer) < lOrertto) G rertto))
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for all tg € I, t > to, and vy _(49) € T, 4(t9)M - Therefore,

y
|”¢t0 tH|G = Sup ||(pt07t(v'7/ref(t0))”G(’Yref(t)) S ¢
99 eeto) 16 (rpes(to)) =1

for all tg € I and t > tg. Now choose T' > 0 such that

€ T’Yref

v vef(t IIe vof (t
1} +(Vseeto)) IG(mer(t)) < o) IC0kerlto)) 4 > 41 )

M
. (t0) M

'Yref(tO)

where e denotes the base of the natural logarithm. Define a function N: [ty,00) — Z
by asking that N(t) is the smallest integer for which ¢ < tg + N(¢)T. Divide the interval
[to, (N(t) — 1)T] into N (t) — 1 subintervals of length T, and compute

Y Y % y
Dot = Lot (N =T © Pror(NO)=2)Tto+ (N —1)T ©* © Phg to+T
Thus,

N(t)—-

@0 lle < 1M1 vey-nyrallle 11 H‘q)to-i-(J DTG
j=1

< (ce)e™NW < (ce)et10)/T — ¢ exp(—ea(t — 1)),

with ¢; = ce and ¢y = % Therefore,

Hq)tm (v Vet ( to))”G (et () = H|(I>to,t| |GHv%ef to)HG (Yret(t0))

S €1 H'U'Yref(to) HG(’Yref(tO)) exp(_CQ(t B to))7

as desired.
(ii)=(iii) Compute

1192/l = sup 1935t (Vyrerto)) |G rer(y) = €1 €xD(—c2(t — t0).

l9ee(t0) 16 (rpes(t0)) =1

(iii)=(i) Let € > 0, take T'= max{—1In(e/c1)/c2,1/c2} and t > to + T, then compute

||¢t07 ( ’Yref tO )HG ’Yref tO < H|(pt07t|HGHU’Yref(tO)||G(’7ref(t0))
< 1[0y, (t0) 16 (es(to)) €XP(—C2(t = t0))

S Cc1 HU’Yref(tO) HG(’Yref(t())) eXp(_C2T) S 6H’U’Yref(to) ||G('Yref(t0))’

as desired. ]

6.2. Lyapunov theory for linear vector fields on tangent bundles. In this section Lya-
punov’s direct method for linear vector fields on tangent bundles is introduced. The objec-
tive of the direct or “second” method is to infer the stability of a linear vector field Y with
respect to a reference trajectory ~yer without explicit knowledge of the flow of the vector
field in question. As in the preceding section, a reference vector field X,s € LIC®(T'M)
with reference trajectory vief is fixed. Let Y € LIC®(TTM) be a linear vector field over
Xief € LIC® (T M) with integral curve Y. In the classical linear systems theory, a Lyapunov
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candidate is defined by a quadratic form. In turn its derivative along trajectories of the
linear system is also a quadratic form. The geometric definition that is provided here is
analogous. A Lyapunov candidate V for Y is a symmetric (0, 2)-tensor field along ~yef
such that, for each t > ¢y, V(t) is positive-definite. The derivative of V along an integral
curve T of Y is given by

d

V(@) T(?) = (LXret et (V2 ()Y (2)); Y1) + (V2 ()L (1) L5074 (X(8))). (6.1)
For notational convenience, define a symmetric quadratic form Qv along s by
—Qv(t)(Y(t),Y(t) = %V(t)(T(t)),T(t)). By choosing the natural coordinates for the
tangent bundle, a linear vector field Y over X has the form

Y(t,z,v) = Xi(t,a:)aaﬂ + in(t,a:)vj 8?)i'

Then (6.1) as a coordinate expression becomes
—Qu,ij(t) = Vij(t) + Vi (Y™ (t,2) + Vi (1) Y] (¢, ),
which resembles the classical differential Lyapunov equation. The stability of Y with respect

t0 Yref, in the sense of Section 6.1, may be characterized in terms of V and Qy .

6.5 Proposition: Let Xiof, Yeer, Y, T, V and Qv be as above. Then a linear vector field Y : Ix
TM — TTM with respect to Yyt 1S

(i) G-stable if Qv (t)(Y(t),Y(t)) > 0 and there exist a positive constant a such that

a”U’Yref(t) ||%(’Yref(t)) g V(t) (U’Yref(t) ) U’Yref(t) ) )

fOT all U'Yref(t) € T’Yref(t)M’ t=> t07

(ii) uniformly G-stable if Y is G-stable and there exists a positive constant B such that

V(t) (U'Yref(t)’ U'Yref(t)) S BHU’Yref(t) H?B("yref(t))’

for all Urypee(t) € T’Yref(t)M7 t > to;

(117) uniformly asymptotically G-stable if Y is uniformly G-stable and there exists a
positive constant n such that

Qvt)(X(®), Y(0) > T OE sy, 7 = to-

Proof: (i) Fix tg € I and let v
T(to) =

eet(to) € Dypos(to)M - Let T be an integral curve of Y such that

Uy, et(to)- Since V is a Lyapunov candidate,

/ (FXret et (V2 (5) Y (0)); T (o)) + (VP (0) Y (0); LXretet (T () do

= Qv(a)(T(0),T(0)) do

= V(t) (Q)%at (/U’Yref(to) )7 ¢%/0"t (/U’Yref(to))) - V(t()) (U'Yref(to) ’ /U’Yref(to) ) .
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Given the hypothesis,

Qv ()T (1), () > 0 and al|vy )& murtey) < VO Vrert)s Vrrest))

for all vy (1) € Ty, ()M, t = to. Thus, the following inequality holds:

OZH ¢%7t (U'Yref(to)) ||%(’Yref(t)) S V(t) (q)}:;at(v’yref(to) )’ q)}:gyt(v'ﬂef(to))) é V(to) (U’Yref(t()) ) ’U’Vref(to) ) :

For fixed to, V(£0)(Vn,u(to)s Vyper(to)) 18 @ positive-definite symmetric bilinear form on the
vector space T, ;)M which implies that there exists ky, > 0 such that

V (t0) (V3105(t0): Vrres(te)) < Ftol1V310s(00) |G pertto))-
The result follows:
K'to
1920, Orrertto)) I6erecen < 4/ IP3rertto) lenetion)
(ii) Using similar arguments as in part (i), for ¢ > tp and the added hypothesis yield

qu)tm ( 'Yref(to)) H%(’Yref(t) S V<t0)(v'7ref(t0)7 ,U"Vref(to)) S ’BHU'Yref(tO) Hé('}’ref(to))7

and result follows:

”(Pt()v ( 7ref tO |G(7ref \l H 'Yref tO |G(’Yref(t0

(iii) For € > 0 it is shown that for 7' = % we have

1945 4 Vst G er(®) < ENVrrerto) 1Euertto)):

forallt >ty +T. Let € >0, T = and suppose that

776’

Y
[Pt (Vrieeto)) HG('yref(t)) > €[y, 4(t0) ||%‘('Yref(t0))’

for t > tg + T. Using the arguments, from the proof of (i),
0<a Hq)tm (v wref(to))H%(%ef(t)) < V(E)(® to,t(”%ef(to))"I%,t@%ef(to)))

=V (t0) (Uyg(t0) V(o) — / Qv () (@i 0 (Vry0s(t0))s Pt (Vystt))) do
0
t
< 5”U'Yref(t0)H%(’}’ref(to)) / WH(DtOv ( Wref(to))H%('Yref(U)) dU
) to+T v 9
S 5HU'Yref(tU)HG('Yref(tO)) - 1 nH(I)t(LU(,U’Yref(tU))HG(’Yref(a)) dU
0

2 fot 2
S BHU’Yref(to)||G(’yref(t0)) - /t nEHU'Yref(tO)||G(’Yref(t0)) do
0

< (B = 0€T) 0y, e50t0) & ustto))
— O,

giving a contradiction. |
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6.3. Stabilization of the linearization. Let X, be a reference vector field for the affine
system A with v.et: I — M a reference trajectory. To avoid complications, suppose that
L(A) has constant rank and so is a vector bundle over M. Let L(TM;L(A)) be the set
of vector bundle mappings from T'M to L(A) over idy;. A linear state feedback along
Yref 18 then a section F' of the bundle consisting of the fibers of L(TM;L(A)) over ~iet.
Thus F assigns to each point ¢ € I a linear map F'(¢): T, ;)M — L(A)(t,.(t))- For such
a linear state feedback, the closed-loop system is then the linear LIC* vector field on
TM defined by XE.(t,v,) = XLi(t,v,) + vIft(F(t)(vs)). Note that the integral curves of
Xrlzf with initial conditions projecting to s Will project to . Therefore, given a linear
state feedback F, the stability of the linear vector field X 1ot Telative to G is as defined in
Section 6.1.

To obtain uniform asymptotic stability, various uniformity bounds on the problem data
are required and, as in Kalman [1960], the class of linear systems is restricted to those that
are uniformly controllable.

6.6 Definition: Let A be a time-dependent affine system on M with X, a reference vector
field and ~.f: I — M a reference trajectory. Let G be a Riemannian metric on M.

(i) The linearisation Ag;f along yef is G-uniformly controllable if there exist strictly
increasing functions «, f: Ry — R with a(0) = 1, §(0) = 1, such that

(a)

|2 ref<v7>uc<mt>> < allt = mDllorlenertry-
1975 (1) hetraton < BUE= Dl

forallt,7 €I, v, €T, (M, and n, € T;‘ref(T)M7 and

(b) there exists a constant o such that, for each ¢ € I,

0 < ag(0)1ell& . pey <W (st +0) (e, me) < a@) M6l Gmyrey)
where n; € T yM and W (t,7) is defined in (5.12).

(ii) A Riemannian metric G is Xyefr-compatible if the linearisation .Az;}f along e is G-
uniformly controllable. °

Consider the following optimal closed-loop system Xref I xXTM — TTM defined by

X[i(t, vp) = XTop(t, vp) = VIU((L() RE() (K () (v2),

where K’ is defined as in Proposition 5.23. Is Xref with respect to vef uniformly asymp-
totically G-stable? In the classical approach, Kalman [1960] proves this using the optimal
cost associate with the infinite time LQR problem as a Lyapunov function. The approach
here is analogous.

The cost data (Q and R in the statement of Theorem 6.7 are defined as in Section 5.1.
That is, let Q be an LI section of Xo(T'M [image(+,.;)) With the property that Q(t) is positive-
semidefinite for each t € I. Also, let R be an LI section of Ya(L(A)|image( with the
property that R(t) is positive-definite for each t € I.

’Yrcf))
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6.7 Theorem: (LQR stability) Let X,of be a reference vector field for an affine system
A along with an LAC reference trajectory et Let Q and R be as above with the property
that there exists constants oy, o, B1, B2 > 0 such that

a1|’v7T€f HG('Yref < Q( )( ’Yref ’Yref(t)) < a2””7ref(t H‘QG(’Yref(t))’
ﬁlH ( ) ’Yref(t)HG(’Yrcf(t)) S R( )( 'Yref(t) Vref ) < ’BQH ( ) 'Yref(t)Hé(’Yrcf(t))’

where vy, 1) € Ty ixM, Wy 1) € LIA) (). If the Riemannian metric G is Xyef-
compatible, then the closed-loop system

ALs(tve) = {XEg(t va) = VIFE(((8) RE (1) (DK (8) (1)) | (£,0,) € R x TM}
is uniformly asymptotically G-stable.

Proof: It suffices to show the existence of a Lyapunov candidate for the linear vector field
XE. [ x TM — TTM over Xyef defined by

ref *

X[i(t vp) = XTop(t, vp) = VIR((L() RE () () K () (v2)-

Recall that a Lyapunov candidate for Xr{ff is a symmetric (0, 2)-tensor field along 7, that is
positive definite for each ¢ > to. Thus the optimal feedback K is a Lyapunov candidate for

ref Thus, the vector field Xref with integral curve T is uniformly asymptotically G-stable
if

1. there exists positive constants cq, co, and ¢ such that

€1 ||U'7ref(t) ||%;(’yref(t)) S R(U'Yref(t)’ U’Yref(t)) S €2 HU’Yref(t) ||é('¥ref(t))
and
2. (@Kot (RO ()X (1)) X(0)) + (R ()T (1) Z 05 (T(0)) < ~el X0

We thus verify these two facts.

(1) The first step is to obtain an upper bound on K. Using Lemma 5.22 with ty =
to+ o, where o is the constant prescribed by G-uniform controllability, and using the added
hypotheses on the cost data gives

_ 1 [t
K (t0) (Tu(to), Y (to)) < 5 / 0l T2 (M) [E ey + Bl X (D2 oy A7 (62)
0

where the trajectory is given by

Ti(r) = &5 (Y (t) — W (to, 7)WE(to, t2) Y (10)).

to,T

From Lemma 5.22 the corresponding section of L(A) is

Xi(r) = —R(r) (r)ef ) n,
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where n € T3 M satisfies W (to,t2)n = Y(tp). First consider an upper bound on the
trajectory glven the following computation:

rwmeW@ﬁa<»JW%mmewﬂwm@mm>
< ||(I)t0f0f||Gy f,opll(Wb(to,w) - Wb(toﬁ))Wﬂ(to,tz)II& oI T E) G (et
< ||<I>t0f;f||037 Lopl W0, 0218, op 1T (20 & (yrerio))
< (| — tol)az (@)1 T (t0) 1E et
where

(a) line 3 follows from the observations that the operator (W°(to,ta) — W”(to, 7)), is non-
negative, zero at 7 = to, takes the form Wb(to, ta) at 7 = tp, and has a derivative with
respect to 7 that is negative for all 7 € [to, ta];

(b) line 4 follows from G-uniform controllability since t2 = tg + o.

Similar calculations provide an upper bound on X (7). Consider the following computation:

T*
HL(T)XI(T)H%;(%ef(T)) = H—L(T)R(T)ﬁ (T )<I>§§,T 77H<2[;(%ef(7))
d
< ca(lto — 7'|)||*W(750,T)UH%;(%Qf(tO))

< eallto — 71) =0l — toD) 11t
where
(a) line 2 uses Lemma 5.21 and the G-uniform controllability hypothesis;
(b) line 3 uses the derivative of the G-uniform controllability condition.

The above computations, together with (6.2), imply that

R (t0) (T {t0), Yu(0) < 5 [ aseallr = to))as@) X0,

to

d
+ Baag(@)eallto = DI W (to, )&, op 1T E)IE 3ertu0)) 47

1 to—to
= 2/0 a203¢3(8) 1T (40) 1 & y,ort0)

d
+ Bragen(s) - aa() T (0B, s

< 02( )HT(tO)HG (Yret(t0)) "

The lower bound is constructed using the same procedure as above since the inverse of K (t)
exists for each t and satisfies the Riccati equation,

FRreret P(£) — P(H)Q(t)P(t) + o(t) R (£)*(t) = 0,

of the “dual system.”
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(2) The derivative of K along a trajectory of the closed looped system,

CZTI;(T@)? Y(t)) = (L5 (K2 ()Y () Y () + (K (8) 0 (1); Z et 78 (X (2)))

= —{(Q (Y Y() — (K ()Y (): (8 R ()" (1) K ()X (1)),

is negative as required. |

7. Discussion and future work

In this paper a geometric understanding of Jacobian linearization along a non-trivial
reference trajectory and LQR theory is given for affine systems on a differentiable manifold
M. The basis of this geometric formulation involved embedding the reference trajectory
Yrof for an affine system A on M as an integral curve of a LIC™ reference vector field
Xief on M. Given X, differentiation along the reference trajectory is defined by the
Lie derivative operator, & Xret:tet . This differential operator, together with the tangent,
cotangent, and vertical lifts, were used to clarify the geometric structure corresponding to
what is commonly done in the standard approach as outlined in Section 1.1. The geometry of
Jacobian linearization as presented in this paper provides a framework in which to approach
other standard concepts in control theory associated with linearization and optimal control.

7.1. Open questions about stability and stabilization. Using the definitions in Section 6.1,
consider the stability Xg;f along .o relative to the metric dg and consider the stability of

the linearisation Xg;f relative to G.

7.1 Question: Does uniform asymptotic stability of the linearisation imply uniform expo-
nential stability of X, ef? °

In the standard case, this is of course well known and follows from Lyapunov’s second
method. The required Lyapunov function to show uniform exponential stability, in fact,
is the same function used to guarantee the uniform asymptotic stability of the lineariza-
tion [Vidyasagar 1993]. For a time-varying linear system that is uniformly asymptoticly
stable, such a Lyapunov function is defined by

V(t) = /t T T (0, ) M(0)B(0, 1) do, (7.1)

where M: I — L(R™;R") is bounded and symmetric for each ¢ € I [Brockett 1970]. To
answer Question 7.1 in a geometric context requires first making sense of (7.1). Then,
the next hurdle is to “transfer” a Lyapunov function for the linear vector field on TM to
Lyapunov function for X, on M.

If X,er is not stable with respect to some choice of metric, then perhaps it is possible
to stabilize it under feedback. In Section 6.3 the linearization .AZ;f of an affine system A
along a non-trivial reference trajectory vy was uniformly asymptotically stabilized using
a linear state-feedback obtained from solving an infinite time LQR problem. In the setting
of Section 1.1, a stabilizing linear state-feedback would be then implemented to locally
uniformly exponentially stabilize the non-linear system along the reference trajectory. This
is easily done in the standard setup since the state space is naturally identified with each
tangent space. From a geometric point of view this raises the following question.
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7.2 Question: For a linear state-feedback F': I — L(T'M; L(A)) which uniformly asymp-
totically stabilizes the linearization Az;f, how can F' be implemented with the affine system
A? And once a method of implementation is understood, is it ensured that the affine system
A is locally uniformly exponentially stabilized along the reference trajectory? °

The feedback implementation problem amounts to interpreting geometrically the process
of choosing coordinates on a neighbourhood of the reference trajectory. In the classical case,
this is carried out by Vidyasagar [1993]. The geometrization of this classical approach is a
subject of future work.
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