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Abstract

We introducethreesoft-decisionrdemodulatiorchannel-optimizedectorquantizerCOVQs) to transmitanalog
sourcesver space-timerthogonablock (STOB) codedflat Rayleighfadingchannelswith binary phase-shifkeying
(BPSK) modulation.One main objective is to judiciously utilize the soft information of the STOB-codedchannel
in the designof the vectorquantizerswvhile keepinga low systemcompleity. To meetthis objective, we introduce
a simple space-timedecodingstructurewhich consistsof a space-timesoft detectoy followed by a linear combiner
and a scalaruniform quantizerwith resolutiong. The concatenatiorof the space-timeencoder/modulatoifading
channelandspace-timaecever canbe describedvy a binary-input,2?-outputdiscretememorylesshannel(DMC).
The scalaruniform quantizeris chosenso that the capacityof the equivalent DMC is maximizedto fully exploit
and capturethe systems$ soft information by the DMC. We next determinethe statisticsof the DMC in closed
form andusethemto designthree COVQ schemeawith variousdegreesof knowledgeof the channelnoise power
andfadingcoeficientsat the transmitterand/orrecever. The performanceof eachquantizationschemes evaluated
for memorylessGaussiarand Gauss-Markv sourcesand various STOB codes,and the benefitsof eachschemeis
illustrated as a function of the antenna-diersity and soft-decisionresolutionq. Comparisongo traditional coding
schemeswhich perform separatesourceand channelcoding operationsare also provided.
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|. INTRODUCTION

PACE-TIME orthogonalblock (STOB) coding[3], [32] wasrecentlydevelopedto improve the error perfor
S—nanceof wirelesscommunicatiorsystemsLik e mary othererror protectionschemesthataredesignedn the
spirit of Shannors separatiortheorem[26], space-timecodesare designedo operateon uniform independenand
identically distributed (i.i.d.) bit-streamsHowever, Shannors separatiortheoremdoesnot take into consideration
constraintson systemcompleity and delay As real-world communicationsystemsare constrainedsystemswith
independensourceand channelcodes known astandemcodingsystemsmay have inferior performanceeompared
with systemswhich perform sourceand channelcoding jointly. This issuewas quantitatvely studied,for example
in [19], wherejoint source-channatoding was shovn to outperformtandemcoding for systemshaving delay or
compleity below a certainthreshold.Furthermorejn a recentinformationtheoreticstudy[35], it was shown that
the joint source-channatodingreliability function (the error exponentof optimal joint source-channetoding) can
be twice aslarge asthe tandemcodingreliability function (the error exponentof concatenatedptimal sourceand
channelcoding) for a large classof discretememorylesssourceand channelpairs.

Joint source-channetoding may be implementedin variousways. When the input to the space-timeencoder
is a non-uniformbinary sequencemaximuma posteriori (MAP) detectionmay be appliedto enhancedetection
and improve systemperformanceFor single input single output (SISO) systemsjoint source-channetoding via
MAP detectionis studied,for example,in [2], [21], [23], [25], [29]. For STOB codedchannelsthis problemis
consideredn [6], wherea closedform expressiorfor the pairwiseerror probability (PEP)of symbolswhich undego
STOB coding and MAP detectionis derived and significantimprovementsare shovn over maximum likelihood
(ML) detection.Another joint source-channetoding approachis the optimizationof index assignmentn vector
quantizersThis approachs studiedin [7], [13], [34] for SISOchannelsThe studyin [7] considershard-decoding
and appliesa simulatedannealingbasedalgorithm to minimize the distortion causedby the channelnoise via
optimizing the index assignment.

In this work, we considerthe transmissiorof continuous-alphabdinalog)sourcesover channelswith multiple
transmitand multiple receve antennasWe emplgy channel-optimizedrector quantization(COVQ), anotherjoint
source-channatodingmethod,for compressinghe sourcewhile renderingit robust againstchannelerrors.COvVQ
designwas originally studiedin [14], [8] for arbitrary discretememorylesshannelsin [1] and[22], COVQ with
soft-decisionrdemodulatiorwasimplementedor channelswvith Rayleighflat fading,andwhite and coloredadditive
Gaussiannoise and inter-symbol interference respectiely. In [28] and [30], COVQ systemswith optimal and

suboptimalsoft-decodingbasedon Hadamardmatriceswere introducedand studied.

Throughoutthis paperwe meanby “error protectionscheme”the wider classof techniqueswhich includesclassicalerrorcorrection

codesaswell asdiversity (suchas space-timenodulation)codes.
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We considera multiple-input multiple-output (MIMO) systemusedin conjunctionwith STOB coding. Our
proposedsystemaddsonly two blocks, with modestcomputationalneeds,to a corventional space-timecoded
system.lt is well-known that for STOB codeswith perfectchannelstateinformation available at the recever, the
MIMO channelcan be explicitly decomposednto a set of independenparallel SISO channelswith chi-squared
fading [27], [4], [5]. But, when the systemhas multiple receive antennasit is not obvious how to extend hard-
decodingto soft-decisiondemodulatior?. Therefore,an importanttask is the proper processingof the receved
signalsfrom the different antennasWe proposeto addresshis problemby performing space-timesoft-decoding
followed by linear combining at the recever. The linear combinerhasthe following key adwantages) it hasa
very simple structure,ii) it allows the COVQ index transition probabilitiesto be determinedin closedform, iii)
its output is continuous,making soft-decisiondemodulationpossible,and iv) its outputsare sufiicient statistics
and do not causeloss of soft information. Inspiredby the work in [1], [22], we usesoft-decisiondemodulatioras
opposedo soft-decodingnethodssuchasin [28], to exploit the softinformationavailableat the outputof thelinear
combiner Our choiceis motivatedby several factors.First, soft-decisiondemodulatiormay be implementedvia a
g-bit uniform quantizerat therecever (notto be confusedwith the COVQ blocksat thetransmitterandtherecever)
which makes the task of decodingcomputationallysimple. In contrast,the first version of soft-decodingin [28]
needsthe computationof trigonometricfunctions and matrix multiplication and the secondversionalso requires
matrix inversion. Second,we obsene that the performanceof our decodercorvergesto that of soft-decodingas
the resolutiong of the soft-decisiondemodulatorgrows to infinity. It also requireslesscomputationalcompleity
(althoughits storagecompleity may be higher).

We show that the concatenatiorof the space-timeencoderthe MIMO channelthe space-timesoft-decoderthe
combiner and the uniform scalarquantizeris equivalentto a binary-input, 2?-output discretememorylesschannel
(DMC) usedkr times,wherek andr arethe quantizerdimensionandrate,respectiely. The step-sizeof the uniform
guantizerusedfor soft-decisiondemodulations numericallyselectedso that the capacityof the equivalent DMC
is maximizedfor eachvalue of the channelsignal-to-noiseratio (CSNR). This is a sub-optimalcriterion, but as
the simulationresultsof [22] demonstratethereis a substantiakcorrelationbetweenmaximizing channelcapacity
and minimizing distortion® We shawv that the transition probabilitiesof this equivalent DMC can be expressedn
termsof the symbol PEP of the ML-decodedSTOB codedchannel.Hence,theseprobabilitiescan be determined
usingthe resultsof [4].

We designthree soft-decisiondemodulationCOVQs for the equivalent DMC. The first COVQ is the classical

2As it is detailedin (3) and (4), the space-timesoft-decodedsignalsat differentreceie antennasave variousnoisepowers. The receved

signalsshouldthenbe properly combinedaccordingto someoptimality criterion.
%In arelatedwork [12], it is shavn thatfor Gaussiarchannelsmaximizingthe channelcapacityalsominimizesthe overall (mean-squared

error) distortion.
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COVQ which assumeghat the index transition probabilitiesare known at both the transmitterand the recever.
The encoderand decodercodebooksare determinediteratively using the modified generalizedLloyd algorithm
(GLA) [11]. As the CSNRis not always available at the transmitter we considerthe designof two fixed-encoder
adaptve-decodefFEAD) COVQs. In a FEAD COVQ, the encodelis designedor a fixed CSNR andthe decoder
which canestimatethe channelfading coeficientsandthe CSNR, adaptsitself to the channelconditions.Our first
FEAD COVQ usesonly the knowledgeof the CSNR at the recever (asin [31]), while the secondone, which we
call the On-line FEAD COVQ, employs alsothe knowledgeof the channelfading coeficients at the recever and,
asa result,it outperformsthe FEAD COVQ. An importantfeatureof FEAD COVQ is thatits decodercodebooks
are computed in termsof the transmitterparametersand not through a training processas for classicalCOVQ.
Therefore this methoddoesnot needa large memoryat the receiver to storea differentcodebookfor eachvalue of
the CSNR.We demonstratehat with a properchoiceof the designCSNR, the performancdoss of FEAD COVQ
can be significantly reducedas comparedwith the classicalCOVQ.

Throughoutthis paper z; ; denotesa scalarentry at row i and column; of a deterministicmatrix X. The ith
elementof a deterministicvectorx will be denotedby z;. Similarly, scalarrandomvariable X; ; is an entry of a
randommatrix X andx is a randomvectorwhosei elementis X;. Someconstantsare also indicatedby italic
capitals,but their differencefrom scalarrandomvariablesshouldbe clearfrom the context.

The restof this paperis organizedas follows. Sectionll reviews STOB coding and then describeghe system
componentsand their designin detail. The three soft-decisiondemodulationCOVQ schemesare presentedin

Sectionlll. SectionlV provides numericalresultsandthe conclusionsare givenin SectionV.

Il. SYSTEM COMPONENTS

The systemblock diagramis shovn in Figure1. A COVQ encoderforms a vector z of dimensionk from the
incoming scalarsourcesamples.lt then encodese at a rate of  bits per sample(bps) into a binary index I of
length kr bits. Encodingis specifiedby the decisionregions {Si}i-v;o‘l (N, = 2*7), which form a partition of the
k-dimensionalspace,usingthe rule that I =i if € S;. Index I is then sentover the channeland receved as
index J. The COVQ decodersimply usesy ;, the J" elementin the codebookto reconstructz as = y;. The
goal in COVQ designis to minimize the expectedvalue of ||z — &||? throughfinding the optimal partition and
codebook.

Our objective is to model the concatenatiorof the blocks betweenthe encoderand the decoderof the vector
guantizerby a discretechanneland then designefficient vector quantizationsystemgor this channel.The system
is designedso thatit judiciously incorporateghe soft informationof the STOB-codedchannelandadmitsa closed-
form expressionfor the COVQ transition probabilities. This is achiesed by designinga soft-decisionspace-time

receverwhich consistf a space-timesoft detectoy followedby alinearcombiner(whoseoutputprovidessufficient
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statisticsto computethe conditional COVQ index probabilities),anda simple¢-bit scalaruniform quantizer(whose
cell sizeis chosenso that the capacityof the equivalentdiscretechannelis maximized).As a resultof the simple
memorylessstructureof our recever anddueto the space-timecodes orthogonality we obtainthat the equivalent
discretechanneis indeeda binary-input2?-outputmemoryleschannelwhosedistribution canbe easilydetermined

analyticallyin termsof the systemparametersln the following, we describethe systemcomponentsn detail.

A. The MIMO Channel

The communicationsystemconsideredhere emplgs K transmitand and L receive antennasThe channelis
assumedo be Rayleighflat fading, so that the path gain from transmitantenna to receve antennaj, denoted
by H;;, hasa unit-variancei.i.d. Rayleighdistribution. We assumethat the recever hasperfectknowledgeof the
pathgains.It is also assumedhat the channelis quasi-staticmeaningthat the path gainsremainconstantduring
a space-timecodavord transmissionput vary in ani.i.d. fashionamongcodevord intervals. The additive noise at
receve antennaj andsymbolintenval ¢, N;;, is assumedo have a zero-mearunit-varianceGaussiardistribution,
denotedby N (0, 1). Basedon the above, for a CSNR~;, at eachreceve antennathe signalat receve antenngj at
symbolinterval ¢ canbe writtenasR; ; = \/%T‘Ef; Hj;si1+ Njy, fort =1,2,...,W, whereW is the codevord
length and the space-timemodulatedsymbols \/%{si,t}{il are simultaneouslytransmitted(seeSubsection|-B).
In matrix form, we have

_ |
R=\[ZHS+N. 1)

We assumethat the noise,signal, and fading coeficients are statisticallyindependenbf eachother

B. Space-Time Orthogonal Block Codes

Let ¢ = (c1,...,c,)T be avectorof T consecutre constellationpoints and S = (si, ..., Sy) be the space-time
codecorrespondingo it, where” indicatestranspositionIn the caseof STOB codes,we have W = g7, whereg
is the codinggainandSS = gllc||?1 k., wherel g is the K x K identity matrix and’ representgomplex conjugate
transposition As an example,for the real codein [32, equation(4)], g = 1 and W = 7 = 4, andfor Alamouti’s
code[3], g =1 andW = 7 = 2. Our systemusesBPSK modulationwith basebandignalslocatedat —1 and 1.

It canbe shown (see[4], [16]) that whenthe signal constellationis real, we have
Vs £ .
rj = EHjc—knj ]:1,---,L, (2)

wherer; = (Rj1,... Rjw)T, nj = (N;1,...,Njw)T, and H, is a W x T matrix which is derived from the
4™ row of H andit hasorthogonalcolumns(see[16]), i.e., ﬁjTﬁj = gH;1,, with H; = ¥, H?,. Therefore,
multiplying equation(2) from the left by ILT yields the following at the outputof the space-timesoft-decoder:

A =T

’I~"j Hj r;= g'I:ch + ’ﬁj, (3)
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whereg’ = g,/%. Note that eachentry Rj,t of 7; is associatedvith only one transmittedsymbolin c. It is not

hardto showv that

Nji~iid. N(0,gH;), j=1,...Lit=1, ... (4)

It follows that the ¢ space-timecodedsymbol can be detectedby only consideringthe ¢ entry of the vectors
74, 1 < j < L. For our application,this will imply that the bits correspondingo a COVQ index can be detected
independently

It canbe shown (see,for example,[4], [5], [20]) thatthe PEPof a pair of STOB codedBPSK symbolsc; and

¢; underML decodingis given by

A - 1 KLt (2% 1
802 re > o) = [0 (V)] -5 (1- s 2 (%)) ®

whereQ(z) = = [;° e~»/2d) is the Gaussiarerror function, H = Y75, Y% | H?, and§ = /2g7,/K.

C. Soft-Decision Demodulation and the Equivalent DMC

Similar to other COVQ-basedsystemsthe decoderof the systemproposedn this paperis “memoryless”in the
sensethat its outputis a function of only one transmittedindex, as opposedto (a subsetof) the entire streamof
indices.The optimal recever, in termsof minimizing the MSE, is thereforegiven by

N.—1
&=E[z|R]= ) E[z|I=iPr(I=ilR), (6)
=0

wherewe have assumedor simplicity that = kr (a similar but slightly more complicatedexpressionfor & holds
for 7 # kr). The soft-decoderin [28] builds a relationshipin terms of the Hadamardtransformbetweeneach
centroid E[z|I = 1] andthe bits of its correspondingencoderoutputindex i. The decoderthen mapsthe received
noisy bits at the decoderbackinto estimatesof the sourcevectors.Here, we proposea suboptimalrecever (based
on [22]) which haslow compleity andalso exploits (in part) the soft information availablein channeloutput.

1) Soft-Decision Demodulation: Linear Combining and Scalar Quantization: Many communicationsystems
employ hard-decodingn processinghe receved signalsof space-timecodedsystemsand so do not exploit the
soft information available at the space-timesoft-decoderoutputs R. Methodsthat exploit soft information can
provide significantperformancegains.In our case,in additionto usingthe soft information efficiently, the solution
shouldallow the COVQ index transition probabilitiesto be determinedin closedform, sincethis is requiredfor
the COVQ designand encodingphasesAs we illustrate belov andin SectionlV, linear combining has both of

the above properties.

In orderto employ the signalsof all receve brancheswe useBayes’law to see,from (2), that the conditional
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index probability in (6) is equalto
frir(RIi)p() p(i) [Ty exp (—lIrj — v/ /K H jc(i)|?/2)
TRB) T SN p() Ty exp (—llrs — VA /K H (1) [2/2)
e (-v RS ) o) -
S p(l) exp (—v/ K (Sh 7)7e(l))

where f(-) and f(-|-) denoteunconditionaland conditional probability density functions (pdf's) and c(i) is the

Pr(I =i|R)

vector of BPSK symbolsthat correspondo index i. We have assumedhat = kr in the above derivation and
we have treatedthe generalcase(r # kr) in the Appendix. The above shawvs that the sum of the 7;’s corveys all
the informationin channeloutput R thatis requiredby the optimal decoderin (6). In otherwords,to employ the
information containedin the receved signalsR, it is enough(and optimal) to add the entriesin eachcolumn of
R andthe combinershouldthereforecomputey">_, R;; for t = 1,2, ..., kr.

In orderto malke the blocksthat follow the combinerindependenbf the fading coeficientsandthe CSNR,we

usea normalizedversionof the combineroutputwhich is given by
L

A1 ~
= TH le Rjy. (8)
With the above choice,the outputof the combinerwill be equalto

pt = Ct + 1y, 9)
whereut Z] 1 jyt/(g’ﬂ) is i.i.d. additve Gaussiamoisecharacterizedy

K
vy~ N (o, _) , - (10)
gvsH

The linear combineroutput, p;, is next fed into a “uniform” scalarquantizerwhich acts as the soft-decision
demodulatarLet usindicatethe decisionlevels of this quantizerby {uz}z__l, where N = 29 is the numberof the
codevords.As p; cantake ary real value,the quantizershouldhave two unboundediecisionregions. The decision
regions of the uniform quantizerare given by

—00, if i =—1
ui =2 (i+1—-N/2)A, ifi=0,---,N—2
+00, ifi=N—1,
andthe quantizationrule a(-) is simply

a(p) =14, if p€(ui—1,u;], ¢=0,---,N—1.

The use of a non-uniform scalarquantizermay lead to improved overall systemperformanceat the cost of a
significantincreasein compleity, sincethe determinationof the non-equalstep-sizeghat maximizethe capacity
of the equivalentdiscretechannelwill requirean exhaustive numericalsearch.Note that wheng = 1 (i.e., hard-

decoding),the above linear combinertogetherwith the ¢-bit quantizerreduceto a symbol-to-symboML decoder
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2) Transition Probabilities of the Equivalent DMC: For COVQ design,we needto derive the transition prob-
abilities of the 2" -input 29*" -output discretechannelrepresentedby the concatenatiorof the space-timeencodey
the MIMO channelthe space-timesoft-decoderthe linear combiner andthe uniform quantizer Sincethe detection
of bits which correspondo eachquantizerindex is decoupledas explainedbelov equation(4), we note that the
discretechanneiis equivalentto a binary-input2?-outputDMC usedkr times.We shallreferto this discretechannel
asthe “equivalentDMC".

Therequiredsetof the transitionprobabilitiesfor the binary-input2?-outputDMC are P(m|b), whereb is a data
bit andm takesvaluesin the set{0, 1, ...,2¢ — 1}. Decisionis madein favor of the m™ codepointif the outputof

the linear combinerfalls into the (u,,_1, uy,] interval of length A. Using (9) and (10) we canwrite
P(m|b,H) = P(upm—1 < ct+ v < up|H) =Q ((um,l — ct)é\/ﬁ) -Q ((um - ct)é\/ﬁ) , (11)

wherec, is the BPSK signalwhich correspondso b. The expectationover H of eachof the above Q(-) functions

can be determinedusing (5) to yield
P(m|b) = A ((um-1 — 1) 6) = A ((um — ¢;) ), (12)

whereA(-) is definedin (5). Note thatthe DMC transitionprobability matrix is symmetricin the senseof [10].
For our k-dimensionalCOVQ with rater shovn in Figure 1, we denotethe naturalbinary representatioof the
index of a decisionregion by {b1, ba, ..., bx, } andthat of a coderectorby {mi,mq, ..., mk,}. The COVQ index

transitionprobabilitiescan hencebe computedas

kr

Prr(jli) = [ P (melbe) (13)
t=1

with P(m.|b;) givenin (12).

D. The Sep-Sze of the Uniform Quantizer at the Decoder

Thefinal designparametenf the systemis A, the step-sizeof the uniform quantizerat the recever. For a given
soft-decisiorresolutiong and CSNR+,, we numericallyselectthe A = A(g) which maximizesthe capacityof the
equialentDMC. This is a sub-optimalcriterion since our ultimate goal is minimizing the MSE, not maximizing
the capacity but asthe simulationresultsof [22] demonstratethereis a strongcorrelationbetweenhaving a high
channelcapacityand reducedmean-squareérror (MSE) distortion.

For a given soft-decisiorresolutiong and CSNR+y,, we determinethe step-sizeA which maximizesthe capacity
of the DMC by maximizing the mutual information betweenthe DMC input and output. Becausethe channel
transition probability matrix is symmetric,a uniform input distribution achiezes channelcapacity[10]. Note that
the step-sizedoesnot dependon the rate or dimensionof the COVQ (usedto quantizethe source),andis only a

functionof ¢ andthe CSNR.As atypical setof resultswelist, in Tablel, the capacityof the equivalentDMC versus
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the“optimal” step-sizeof the uniform quantizerfor Alamouti’s [3] dualtransmitsinglereceve set-up.Similar results
canbe derived for systemswith a differentnumberof transmitantennasteceive antennasor space-timecodes.As
shawvn in Figure 2, whenthe step-sizeis very small (closeto zero)or very large, soft-decisiondemodulationdoes
not significantly increasechannelcapacity We also note that if the CSNRis high, soft-decisiondemodulationis
not very beneficialin termsof improving channelcapacity However, for moderateandlow CSNRs,and with the
optimal choice of A, soft-decisiondemodulationsignificantly increaseschannelcapacity For example,at CSNR
= —2 dB in Tablel, thereis a 15% benefitin using soft-decisiondemodulationwith ¢ = 5 bits. Also note that
the channelcapacityincreasedessthan 1% from ¢ = 3 to ¢ = 5 evenfor severe channelconditions.This showvs
that typically ¢ = 3 achiezesmostof the capacitygain offered by soft-decisiondemodulationFinally, we note,as

expected,thatas ¢ — oo, the value of A which maximizesthe capacityof the DMC goesto zero.

[I. QUANTIZATION WITH SOFT-DECISION DEMODULATION
A. Soft-Decision Demodulation COVQ

The transitionprobability givenin (13) canbe usedin the modifiedgeneralizedGLA algorithm[11] to designa
soft-decisiondemodulationCOVQ for space-timecodedMIMO channelsas explainedbelow. Every input k-tuple
is encodedat a rate of r bits per sample(bps). Therefore the input spaceis partitionedinto N, = 2" subsetsAs
we use BPSK modulation,a vector of kr real-\aluedsignalsis receved for every transmittedindex. This vector
is soft-decisiondecodedat a rate of ¢ bits per dimension.Therefore,eachk-dimensionalsourcevectoris decoded
to one of the N; = 29*" codesectors.The input spacepartitioning and the codebookare optimized basedon two
necessarygonditionsfor optimality usingtraining data{x,,, m =0, ..., M — 1} asfollows.

« The nearest neighbor condition: for a fixed codebookandi =0, - - -, N, — 1, the optimal partition P* = {S;}

is

Na—1 Na—1
=<@: Y Py (jli)d(z,y,) Z Py (G0 d(z,y;), Vi (14)
=0

wherez is atrainingvector {y;,j =0,..., Ny — 1} is the codebookd(m, y) is the squarecEuclideandistance

betweenz andy, andties are broken accordingto a presetrule.

 The centroid condition: given a partition P = {S;,i =0, . — 1}, the optimal codebookC* = {y;} is
Z Pri(li) Y m
=0 MRS g Ny L (15)
Z Prr(519)1Si]

where|S;| is the numberof thetralnlng vectorsin §;.
Notethatthe above stepsdo notincreasehe overall distortion. As distortionis boundedrom belaw, corvermgence

to a local minimum is thereforeguaranteedia an iterative executionof the above two steps.
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Training consistsof using the above conditionsiteratively to updatethe codebookuntil the averagetraining

distortion given by
] M_1Na.—1

D= 3 Z Z Py Z(zm))d(@m, y;)

m=0 5=0

converges,whereZ(x) is the index of the partition cell to which z belongs.

B. Fixed-Encoder Adaptive-Decoder Soft-Decision Demodulation COVQ

Equations(5), (11)-(13) shown that the CSNR should be known at both the transmitterand the recever to
computethe COVQ index transition probabilities. The CSNR can be estimatedat the recever and then fed back
to the transmitter As the feedbackpath may not always be available, it is of particularinterestto considerthe
casewhereno informationaboutthe channelstateis availableto the transmitter In [31], a fixed-encoderdaptve-
decoder(FEAD) COVQ is proposedvhich addressethis issuefor a differentset-upinvolving hybrid digital-analog
SISOtransmissiorsystemsin the following, we shav how to designa FEAD COVQ for the soft-decisiondecoded
STOB codedchannel.ln additionto having multiple antennaspur FEAD COVQ differs from the onein [31] in
thatwe have a digital channel(insteadof a hybrid digital-analogchannel).The block diagramof the FEAD COVQ
looks the sameasin Figure 1. The key differenceis that herethe encoderpartition matchesa “design CSNR” and
the receiver codebookis adaptedto the actual CSNR. The encoderusesa designcodebook{z;} ¥+, to find its

partition via
N.—1 N.—1
Sf=1Sx: Y Py(jld(m,zj) < Y Pru(ill)d(m, z;),90 5 .
j=0 Jj=0

Becauseve assumeompleteack of informationat the transmittertheencodercodebook{ z; } is designedassuming
the channelis harddecoded(i.e, thatg = 1).

The problemis then to adaptthe decodercodebookaccordingto the actual CSNR value, while the encoder
codebookremainsfixed. Let us denotethe encoderindex by I andthe decoderindex by J. The averagedistortion

per dimensionis given by

1 s 17! oo )
D = 1E[lz-y’] = xr [l — w117 = 3] Ps(3)
1 Ng—1
Dk [z = ;1”17 = 5] Ps(5). (16)
‘]:
The goal in quantizerdesignis to derive the y; which minimize (16). This givesthe optimal y; in the MMSE
senseas
N.—1
y; = ElzlJ=j]= > Elzll =i,J=j]Pp,(ilj)
=0
N.—1
= Z mzPI\J(Z‘J)’ j=0,---,Ng—1, (17)

=0
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wherem; = [5 xp(x)dz denotesthe meanof the samplesin S; and (17) follows becauset [z|I = i, J = j] =
E[z|I =i] = m;. Note thatthe decodercan simply determineFy ;(i[j) as

G Py1(514)Pr(e)
Frstild) = Yo Prr(ilk)Pr(k)’ 49

where P; (i) = P(I =1i) = P(z € ;). Also notethat P;(i) andm,; canbe approximatedn the training phaseof

the encoderas follows

N 1
P ~ — LN —— ; 19
W~ meg T 19)

From (17), we obsene thatunlike COVQ, giventhe encodermeans{mi}fvgo‘l, the FEAD-COVQ doesnhot require

atraining phaseto determine{y; }. In otherwords, the decodercodebookis computed from the channeltransition

probabilitiesandthe encodemeansvia (17) and (18).

C. On-line FEAD Soft-Decision Demodulation COVQ

One of the assumptionsnadein Sectionll-A is that the recever hasperfectknowledge of the channelfading
coeficients without error. In light of this assumptionwe obsene in equation(9) that the output of the linear
combiner has an identical form to the output of an additive white Gaussiannoise (AWGN) channelwith the
varianceof the additive noiser; known at the receiver and given by (10). This motivatesus to apply soft-decision
demodulationdirectly on p; using the step-sizeA derived in [22, Sectionll] for AWGN channels.The channel
transition probabilities, given the path gainsmatrix H, are given by (11). We expectthe on-line FEAD COVQ
to outperformthe FEAD COVQ becausét exploits the knowledge of the channelstateinformationin the COVQ
decodingphase.

Note that the above derivationis valid if the channelfading coeficientsremainconstantduring the transmission

time of an index.

D. Asymptotic Optimality of the Proposed Decoding Method

It wasshown in Sectionll-C.1 that using the “adder” structurefor the combinerdoesnot causesub-optimality
(i.e.,anoptimal soft-decodefor COVQ over STOB codedchannelsould alsousethe samestructure) As explained
in the two previous sectionsthe linear combineroutput p; is quantizedvia a uniform quantizerwith step-sizeA.
The two sourcesof sub-optimalityin our decodingmethodarethereforethe uniform scalarquantizeritself andthe
way its step-sizds chosenFor finite ¢, A is not chosenin the optimalway, which would be minimizing the overall
distortion,becauseéhe relationshipbetweenA andthe overall distortionseemdo be complicated The sub-optimal
natureof the uniform quantizerbecomemegligible asq grows. In fact, assuminghat ¢ grows without boundand
the quantizerresolutionbecomediner (i.e., lim,—,o, A(g) = 0), onecanshaow that the proposedsystemcorverges

to the optimal soft-decoding(as opposedo soft-decisiondemodulation)COVQ as follows.
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For simplicity, we assumethat kr = 7 (a similar agumentholds for kr # 7). Letl € {0,1,...,27%%" — 1} be
an index input to the proposedCOVQ decoder Recallthat ! is formed by the concatenatiorof my,mo, ..., Mg,
integers (eachof which is representedby ¢ bits) that resultfrom the soft-decisiondemodulationof p1, p2, --., Pk
Givena sourcewith a smoothpdf fx (-), the ! centroidof the proposedCOVQ with index transitionprobabilities

P(l7) is given by

N.—1
P(I}i) /S o fx (@)de
o . =0 d
qliglo Y = qliglo N.— (20)
Pl\ /fX
1=0

—  lim D P(p1 € [tm,—1,Um, ), s Phr € [Uimy,—1,Um,,. )|1) E(2]i)
a=00 37 P(p1 € [, —1,Umy)s s Phr € [Urna,—15 Ui, )|1)P(4)

lim i f (o1, 2, s i i) (A(g))*" E (i)

a=c0 35, f(p1, P2, e PEr[8) (A(g))F7p (i)

_ ¥ f(Z] ;i) E(x|i)

X f(S,75li)p(i) (21)
_ i f(R])E(=]i)

i f(Rli)p(i) (22)
= E[z|R],

which is the optimal decoderin (6) and where we have madethe simplifying assumptionthat in the limit as
q — oo, the joint pdf f(p1, pa, ..., prr i) iS constantin the kr-dimensionalcubeof size A" andwe have used(8)
to re-write (21) as(22)# Using the above approachand (18), one can verify thatthe FEAD COVQ is alsooptimal

wheng — oc.

V. NUMERICAL RESULTS AND DISCUSSION
A. Implementation Issues

We considerthe transmissiorof zero-mearunit-variancei.i.d. Gaussiarand Gauss-Markv sourcesover MIMO
channels500,000training vectorsand 850,000test vectorsare employed. Eachtestis performed5 timesandthe
averagesignal-to-distortiorratio (SDR) in dB is reported MIMO systemswith K transmitand L recevve antennas
arereferredto as (K -L) systemsAlamouti’'s code[3] is usedfor the dual transmit-antennaystemsThe real (rate
1) codeof [32, equation(4)] is employed for the quad-transmisystemto maximizethroughputand becauseour
constellationis real.

Severaltraining stratgieswereexamined,andthe bestonein termsof having consistentesultsandhigh training
SDRwasusedasfollows. For ary givenCOVQ rater, dimensionk, andnumberof soft-decisiondemodulatiorbits

g, we first train a k-dimensionalrategr VQ with the Split algorithm [11]. We next usethe SimulatedAnnealing

“The agument(20)-(22) can be madea rigorous proof under someregularity conditionson the pdf fx (). For example, it suficesto

assumehat fx (-) is continuous differentiable,and hasa light tail.
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algorithm[7] which aimsto minimizethe averageend-to-endlistortionfor a givenVQ codebookhroughoptimizing

the assignmentf indicesof the VQ codevectors.It canbe shovn that the costfunction to be minimized equals

No—1 Na-1
Y Pr(i) Y Pr(ili){yu)s @eg) — 2ma))-
i=0 =0

where(f,g) = ¥, figi is the standardnner productandb : {0,---,Ng— 1} — {0,---, N4 — 1} is the one-to-one
mappingfunctionto be optimized.SimulatedAnnealingis usedonly at the highestCSNR.We thenuseanapproach
similar to the onein [9]; namely we usethe modified generalized.loyd algorithmto derive the COVQ codebooks
startingfrom the highestCSNRto the lowestandvice-versa.This methodis referredto asthe “decrease-increase”
(DI) method.Anotherway to obtainthe codebookscould be startingfrom the highestCSNR down to the lowest,
which we refer to asthe “decreasing’method.
Tablell compareghe resultsof the DI anddescendingnethodsfor variousSTOB codedsystemsilt is obsened

thatthe DI methodis mostly beneficialat low CSNRvalues.This is becauseat low CSNR someencodercells are

empty Empirical resultsshow that thesecells are optimized more efficiently throughthe CSNR-increasindoop.

B. COVQ for Various MIMO Channels

Figure 3 plots the SDR curves of various COVQ-basedspace-timecodedsystemsas a function of the CSNR.
Even at the low COVQ dimensionand rate consideredhere, the gain of using MIMO channelsover the SISO
channelis obvious. For example,at SDR = 5 dB, the (2-1) systemoutperformsthe SISO systemby 6 dB (for
hard-decodingpandis outperformedby the (2-2) systemby 4.3 dB. This figure also demonstratethe effectiveness
of our linear combiner Note thatasthe signalpower collectedby the (2-2) systemis twice thatof the (4-1) system,
the former has a better performance althoughthe diversity gain of both of the systemsis the sameand equals
KL =4.

We obsene in Table! that soft-decisiondemodulationbecomedess beneficialas the CSNR grows. Increasing
the numberof transmitor receive antennagesultsin a CSNR gain due to spacediversity Therefore,we expect
thatincreasingthe numberof transmitor receve antennasvould leave little room for further enhancemerthrough
soft-decisiondemodulation It follows from (10) that betweentwo systemswith the samediversity gain, coding
gaing, andCSNR~,, the onewith fewer transmitantenna$asa higherSNR at its linear combineroutput.In other
words, given two systemswith the samediversity gain, the onewith more transmitantennagobtainsa larger soft-
decisiondemodulatiorgain. This resultcan be statedmore intuitively: systemswith morereceve branche<ollect
more signal power. Hence,the SNR at their linear combinerwould be higher making soft-decisiondemodulation
less effective. This obsenation is supportedby the simulationsof Figure 3: at CSNR = 4 dB, the soft-decision
demodulatiorgainin SDRis 0.29dB for both of the (2-1) and (4-1) systemsthis gainreducego 0.12dB for the
(2-2) system.
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C. COVQ versus Tandem (Separate) Coding

We next compareour COVQ-basedsystemwith traditional tandemcoding schemeswhich use separatesource
codingand channelcodingblockswith VQ andcorvolutional coding (CC), respectiely. We consideyin Figure4,
a (2-1) systemusing Alamouti’'s codeandquantizatiorwith dimensionk = 2. The overall rateis 3.0 bpsandhence
therearesix choicesfor the (VQ, CC) coderates;namely (0.5,1/6), (1.0, 1/3), (1.5,1/2), (2.0,2/3), (2.5, 5/6),
and (3.0, 0). Thefirst four convolutional codeshave 64 statesandare non-systematievith free distancesf 27 [18],
14,10, and5 [17]. For rate5/6, we usea rate-compatiblgouncturedcorvolutional (RCPC)codewith a rate-1/2
mothercode® Figure 4 shavs a typical behaior: the jointly designedCOVQ outperformsthe substantiallymore
comple tandemsystemsalmost everywhere.Furthertestswith i.i.d. sourcesyield even more supportie results
towardsCOvVQ.

Note that if one aimsto designan unequalerror protection(UEP) joint source-channetoderwith the above
separateoders(i.e., selectthe besttandemcoderat eachCSNR), one needsto designan algorithmto allocatethe
sourceand channelcoderatesfor eachgiven CSNR, thus increasingthe compleity of the UEP system.COVQ

doesnot have this problemsinceerror protectionin COVQ is built-in.

D. COVQ, FEAD COVQ, and On-line FEAD COVQ

Figure 5 demonstrateshe performanceof a (2-1) systemquantizingani.i.d. (0, 1) sourcewith variousrate-2
bps FEAD COVQs with dimensionk = 2. A FEAD, COVQ is onewhosedesignCSNRis v dB. The FEAD VQ
assumeghat the channelis noiselesshenceit hasa lower computationalcompleity at the encoder The figure
shows that suchan assumptiornwill leadto a significantSDR lossat low to mediumCSNRs.FEAD, COVQ also
suffers from a considerableperformancedegradationat high CSNRs.It seemsthat assuminga mid-rangeCSNR
of 8 dB (for the given MIMO system)will leadto reasonablgerformancesverywhere.

The three quantizerspresentedn this paperare comparedin Figure 6, where a unit-variance Gauss-Markv
sourceis quantizedwith dimension2 andrate 1 bpsand sentover a (2-1) system.The performanceof the on-line
and FEAD VQs (which are designedfor a noiselesschannel)becomecloser as the CSNR grows becausethe
channelmismatchof the VQs decreasesThe On-line FEAD VQ maintainsits gain over the FEAD VQ when
soft-decisiondemodulatioris employed. The On-line FEAD VQ encoderassumeshe channelis noiseles{CSNR
— 00). Neverthelessat high CSNRit slightly outperformshe COVQ, which is designedor the exact CSNR. This

is dueto the exploitation of the knowledgeof the channelfading coeficientsin the on-line VQ decodingphase.

The generatopolynomialsof the rate-1/6, 1/3, 1/2, and 2/3 corvolutional codesare given by (754, 644, 564, 564, 714, 574), (574,
664,744), (634,564),and (3, 4, 5; 4 3 7). They arethe strongesttodesgiven in [17], [24] for the given numberof states.The generator
polynomialsare definedasin [17]. The generatompolynomialsof the mothercodefor the rate-56 codeare (554, 744) andits puncturing

matrix is given by (12957) [24].
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V. CONCLUSION

We presentedhree soft-decisiondemodulationCOVQ-basedsystemsfor communicatinganalogsourcesover
STOB codedmulti-antennachannels.The proposedsystemsdependon whetherthe actual CSNR is available to
the transmitterand whetherthe COVQ decoderis aware of the fading coeficients. The soft information of the
channelis utilized through space-timesoft decoding,linear combining, and scalaruniform quantization.Simple
designmethodswere proposedor the linear combinerand the uniform quantizer It was shavn that using 3 soft-
decisiondemodulationbits can achievze almostall of the gain available through soft-decisiondemodulation.This
gainis very significant,speciallywhentransmitdiversity is employed and/orwhenthe sourceis correlated For a
dual transmitantennasystemand at SDR = 5 dB, using a secondreceve antennaresultsin 4.3 dB CSNR gain
over a single-receie antennasystemfor a unit-varianceGauss-Markv source For the COVQ dimensionandrates
considerechere,the useof only 2 soft-decisiondemodulationbits resultsin typically 0.9 dB gainin CSNR over
hard-decodingThe COVQ-basedsystemwas shavn to outperformtandemsystemswhich useseparatesourceand

channelcoding blocks.
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APPENDIX
DERIVATION OF (7) IN GENERAL

For simplicity, it wasassumedn (7) thateachblock of kr bits, which formsa COVQ encoderindex, is mapped
to one space-timecodevord, i.e., kr = 7. Here, we considerthe generalcase.We first give the derivation for

T > kr. Let i be a kr-bit COVQ encoderindex. We have

27‘—k7‘_1

P(ilR) = > P(iR)
i'=0

5 p(ii") exp (=7 K (S5, 7)Tcli, 1))
7 Iy T p(, i) exp (= Ve /R (S 75)Te(l, 7))
)

_ 5 e (VAR 7 e ) (23
7 2 S ) exp (—VA K (S 7)ol )
_ exp( \/%—Zt (i E] 1R9’) (24)

Zlo p() exp (—v/7s/K H el) Dy Ryg)
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wherec(s,1') is the vector of BPSK symbolsthat correspondo the concatenatiorof the binary forms of ¢ and
i" and we have assumedn (23) that the COVQ indices are independen{the memorylessassumption)and (24)

follows from (23) becausefrom (8),
T

L T kr T
doFi| i) =d dHpeli,i') =gHY pa(i)+9H D pali'),
7j=1 t=1 t=1 t=kr+1

hencethe termspertainingto i’ in exp (—\/W(Z]L-:l 7;)Tc(l, i')) form a multiplicative factor and cancelout
in (23). Notice that (24) also dependsonly on the sum of the Rj,t over all j.

Furthermorefor the caser < kr, we canwrite kr = nt + m, wheren > 1 and0 < m < 7 areintegers.lIt is
straightforvard to verify thatin this caseP(i|R) canbe written in termsof the productof n termsasin (7) (one

term per space-timecodavord) and oneterm asin (24).
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22 IEEE TRANSACTIONS ON SIGNAL PROCESSING

CSNR =10dB

o
©

o
o)

CSNR=4dB

Capacity (bits/channel use)
o o

CSNR=0dB

o
o

1 1 1 1 1 1 1
0 01 02 03 04 0.6 0.8 1 1.4
A

0.4

Fig. 2. DMC capacityversusthe step-sizeof the uniform quantizer K =2, L = 1.
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TABLE |
CAPACITY (IN BITS/CHANNEL USE) OF THE DM C DERIVED FROM g-BIT SOFT-DECISION DEMODULATION OF BPSK -MODULATED
SPACE-TIME CODED MIMO CHANNEL WITH K = 2 AND L = 1. A IS THE STEP-SIZE WHICH MAXIMIZES THE CAPACITY AND ¢ IS

NUMBER OF SOFT-DECISION DEMODULATION BITS.

CSNR || ¢g=1 q=2 q=3 g=4 q=>5

(dB) C C A C A C A C A

16.0 0.9945 | 0.9969 | 0.414 | 0.9973 | 0.219 | 0.9974 | 0.183 | 0.9974 | 0.108

14.0 0.9881 | 0.9929 | 0.403 | 0.9937 | 0.214 | 0.9939 | 0.109 | 0.9940 | 0.109

12.0 0.9752 | 0.9842 | 0.394 | 0.9858 | 0.209 | 0.9862 | 0.107 | 0.9864 | 0.111

10.0 0.9506 | 0.9660 | 0.390 | 0.9695 | 0.207 | 0.9702 | 0.107 | 0.9705 | 0.113

8.0 0.9070 | 0.9333 | 0.393 | 09381 | 0.208 | 0.9392 | 0.108 [ 0.9397 | 0.116

6.0 0.8374 | 0.8760 | 0.405 | 0.8833 | 0.214 | 0.8849 | 0.111 | 0.8855 | 0.120

4.0 0.7386 | 0.7891 | 0.430 | 0.7987 | 0.226 | 0.8009 | 0.118 | 0.8015 | 0.128

2.0 0.6164 | 0.6741 | 0.472 | 0.6852 | 0.248 | 0.6877 | 0.129 | 0.6884 | 0.139

0.0 0.4849 | 0.5427 | 0.536 | 0.5540 | 0.280 | 0.5565 | 0.146 | 0.5572 | 0.157

-2.0 0.3608 | 0.4142 | 0.627 | 0.4223 | 0.327 | 0.4246 | 0.170 | 0.4252 | 0.183

-4.0 0.2560 | 0.2974 | 0.751 | 0.3057 | 0.390 | 0.3076 | 0.203 | 0.3081 | 0.219
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TABLE I
COMPARISON BETWEEN THE TRAINING SDR (IN DB) OF TWo COVQ TRAINING METHODS FOR A UNIT-VARIANCE GAUSS-MARKOV
SOURCE (p = 0.9) CHANNEL-OPTIMIZED VECTOR QUANTIZED AT RATE 1.0 BPS. QUANTIZATION DIMENSION IS 2. THREE MIMO

SYSTEMS ARE CONSIDERED WITH (K-L) = (2-1), (4-1), AND (2-2).

CSNR (2-1) 4-1) (2-2)

in dB DI decreasing DI decreasing DI decreasing

10 7.385 7.368 7.809 7.795 7.899 7.876

8 6.886 6.845 7.551 7.536 7.867 7.839

6 6.119 6.026 6.949 6.908 7.712 7.691

4 5.167 4.968 5.948 5.832 7.288 7.272

2 4.178 3.830 4.781 4.508 6.477 6.416

0 3.315 2.783 3.714 3.245 5.353 5.179

-1 2.916 2.329 3.266 2.700 4.772 4.508

-2 2.546 1.930 2.830 2.224 4.217 3.853

-3 2.202 1.578 2.436 1.818 3.713 3.245
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Fig. 3. SimulatedSDRin dB for a zero-mearunit-varianceGauss-Mar&v source(p = 0.9) vectorquantizedat rate 1 bpsandsoft-decision

decodedwith ¢ bits. Quantizationdimensionis 2.
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Fig. 4. Jointly designedversustandemcoding schemesfor a zero-meanunit-variance Gauss-Markv source(p = 0.9). Quantization

dimensionis 2 andthe overall rateis 3.0 bps. K =2 andL = 1.
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Fig. 5. SimulatedSDR in dB for ani.i.d. A'(0,1) sourcevector quantizedat rate 2.0 bps and soft-decisiondemodulatedwith ¢ bits.

Quantizationdimensionis 2. K =2 andL = 1.
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Fig. 6. Comparisoramongthe COVQ, FEAD VQ, and On-line FEAD VQ for a A'(0,1) Gauss-Markv sourcevector quantizedat rate
1.0 bpsand hard decoded Quantizationdimensionis 2, K = 2, andL = 1.



