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Abstract

Image compression is a \ery essential processin thismultimedia computer era, as it
keepsthe file size of the digital image aslow as possible ether for hardware storage
requirements or fast transmisgon times. Many graphic compress on schenes have been
developed over the last decale. The JPEG compresson international standard is avery popular
image compress on scheme dwetoitslow complexity. It was deve oped by the Joint
Photographic Experts Group (JPEG) in 1992and designed for compressng ethercolor or
grayscae images of natural real-world scenes. The Baseline Sequential, Discrete Cosine
Transformation (DCT) based mode of operation within the JPEG standard is the only one mode
that iswidely implemented in many image processng programs. However, as digital imagery
equipment became more widely used, the strong need for high performing image compresson
tedhniques that offer more sophisticated functionality than the JPEG standard led to the new
JPEG-2000standard. It is based on Discrete Wavelet Transformation (DWT) with arithmetic
entropy coding, and it offers many novel feaures including the extradion of parts of the image
for editing without deaoding, the focus on regions of interest with sharp visud quality and
specified hitrate, and others. The JPEG-2000compresson standard is basd on Discree Wavelet
Transformation (DWT) with the arithmetic entropy coding.

Thisthesis presents the algorithms for the JPEG standard briefly and the JPEG-2000
standard in detail . Several “standard” test images are compres®d and reconstructed n both

standards in order to compare them visually and objedively.
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Chapter 1

| ntr oduction

1.1 Image Compression

When a photo istaken from a digital cameraor agraphic is scanned to form adigital
image, substantial storage spaceis required to save it in afile. Also, it istime consuming to
transmit it from one placeto another because of the large file size. Therefore, the amount of data

in the image file must be reduced. This processis called “image compresson”.

1.2 Typical Image Compression Encoder and Decoder

Some typicd components of an image compression system can also befourd in the JPEG
and the JPEG-2000standards. In both algorithms, the following operations are performed in the
encoder:

(1) the source mage is partitioned into blocks/ tiles;

(2) the pixels values are frequency domain transform coded;

(3) the transformed coefficients are quantized;

(4) the resulting symbols are entropy coded.

These common procedures ae shown in Figure 1.1 The reerse operfations are prformed in the

deaoder of the image compresson s/stem as shown in Figure 1.2.
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1.3 Frequency Domain Coding

Y

Remnstructed
Image Data

Frequency domain coding isthe fundamental part of the two image compresson

standardsthat are discussed in thisthesis. The purpose of this coding isto decorrelatethe

information between data. For example, a pixel in the image in red color has a high probability

that its immediate neighbour pixels also have a similar color. This behaviour iscaled

“correlation.” Removing correlation between the pixels of an image allows more efficient

entropy encoding, which is another part of the compression system. Another advantage of

frequency domain coding is that the knowledge of the distortion perceived by the image viewer

can be used to improve the coder performance. For instance, thelow frequencyelementsfrom a

continuous tone image ae more important than he high frequencyelenents [17, so the
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guantization step for the high frequency coefficients can be larger. The Discrete Cosine
Transformation (DCT) and the Discrete Wavelet Transformation (DWT) are the two frequency
domain coding methods adopted by the JPEG and the JPEG-2000 standards, respedively. These
transformations decompose the two-dimensional pixel values from the image into basis signals

and produce the oefficientsof these basis signals astheoutputs.

1.4 Quantization of Coefficients

Quantization reduces the precision of the cafficients by dividing them with quantization
values, so that lessnumber of bits are required to represent the cafficients. Thee values are
chosen carefully by using knowledge about the human visual system [8]. Quantization isusually

the main source for error in the reconstructed image.

1.5 Entropy Coding

Entropy coding isacompress on techngue that uses the knowledgeof the probabilities of
all the possible data/symbols within the source image file. If a shorter codeword isassigned to a
frequently occurring symbol instead of arare symbol, the compressed file size will be smaller.
The Huffman coding [10] in the JPEG standard has a very simple algorithm whil e the more
complex arithmetic coding [10], [21] in the JPEG-2000standard adieves 5 to 10 percent more
compresson rate. One of thereasons isthat the JPEG standard uses fixed codewords Gee Bbles
2.4 and 25) for adl images while the JPEG-2000standard uses an adaptive probability estimation
processin the arithmetic coding. This estimation processtends to approach the corred

probabilities. [10]

11



1.6 JPEG

JPEG (Joint Photographic Experts Group) isajoint ISO/CCITT committeethat
developed the JPEG standard in 1992 The JPEG standard is designed to compress continuous-
tone still images either in grayscae or in color. This standard allows software implementation on
any computer platform with affordable hardware. Thisisavery important feaure that led to the
wide use of JPEG throughout the 1990s. The JPEG standard has four diff erent modes of
operation, which are: Baseline Sequential encoding, Progressive ercodng, Losdess ertoding
and Hierarchical encoding [20]. Since 1992 when JPEG was reeased, Baseline Squential
encoding has been the most popular mode because its sophisticatedcompresson method is
sufficient for most pradical applications. Therefore, we will only discuss this mode in this thesis.

For convenience, Baseline Sequential encoding will be denoted as JPEG throughaut this thesis.

1.7 JPEG-2000

The goal of the JPEG-2000isto develop “anew image compresson g/stem for all kinds
of still images (bi-level, grayscale, color, multi-component) with different charaderistics
(continuous-tone, text, cartoon, medical, etc), for different imaging models (client/server, real-
time transmisson, image library archival, limited buffer and bandwidth resources, etc) and
preferably within aunified system” [15].

The JPEG-2000was approved as a new project in 1996 A call for technical contributions
was made in March 1997 The resulting compresson technologies were evaluaed in November
1997. Among the 24 algorithms, the wavelet/trellis coded quantization (WCTQ) agorithm was
the winner and was sekectedas the reerence JPEG-2000dgorithm. Itsmain components are

discrete wavelet transformation, trellis coded quantization, and binary arithmetc bitplane coding.

12



A detailed deription of this agorithm can befound in [14]. A list of “core experiments’ was
performed on this algorithm and other useful techniquesin terms of the JPEG-2000desired
feaures[9]. They were evaluaied in terms of complexity and meeing the gods of JPEG-2000.
According to the results of these experiments, a*“Verification Model” (VM) version 0 was
creaed, which was a reference software of the JPEG-2000that was used to perform further core
experiments. It was updated based on the results of the core experimentsthat are pesernted &
each JPEG-2000meding.

Many additions and modifications were performed on VM 0 after several meetings. VM
2 has the following main improvements: user specified wavelet transformations are allowed; a
fixed quantization table is included; no quantization is performed for integer wavelet
transformations; several modificaions were made to the bitplane coder; rate control isachieved
by truncating the bitstream; tiling, region of region coding, error resiliencewas added [4].

EBCOT (embedded block coding with optimized truncaion) was included in VM 3 at the
meding in November 1998[17]. EBCOT divides each sub-band into rectangular code blocks of
coefficients and the bitplane coding is performed on thes codeblocks independently. The idea
of “padket” is also introduced. A packet collects the sub-bitplane data from multigébtocks
in an efficient syntax. Quality “layer” isin turn formed from a group of padets. The padet data,
that are not included in previous layers, with the steegpest rate-distortion slope ake put together in
alayer. Optimized truncaion is obtained by discarding the leat important layers. Thisscheme is
designed to minimizethe mean sguare errar with the constrainton bitrate.

Inthe VM 5, the MQ-coder, submitted by Mitsubishi, was aceptedas the arithmetc

coder of the JPEG-2000 in March 1999at the meeting in Korea This MQ-coder isvery similar

13



to the onethat is used in the JPEG but this new coder is available on aroyalty and freefeebasis
for SO standards.

The JPEG-2000standard has 6 partsat this moment. Part 1 is called the “core coding
system”, which describes the specifications of the deaoder as a minimal requirement while the
specifications of the ertoding partare also included only asinformative meterialsto dlow
further improvements in the ercoder implementations. Part 2 is denoted as the exénsionsof Part
1, which adds more feaures (user defined wavelet transformation, etc) and sophisticaion to the
core coding system for some advanced usea's. Part 3 is for the motion JPEG-200Q Part 4 provides
aset of compliancetesting proceduresfor the implementations of the codingsystem in Part 1 as
atool for quality control. Part 5 introduces two freesoftware implementations that perform the
compresson system for both the ercoderand decaler in order to gain wide acceptance d the
JPEG-2000Q Part 6 definesafile format that stores compound images. Only the contents of Part 1

and Part 5 are discuss=d in thisthesis.

1.8 ThesisOutline

Therest of thisthesis is organized in the following way. An overview of the JPEG
standard is presented in Chapter 2. A more detailed desription of the rew JPEG-2000standard
is presented in Chapter 3. Experimental results for comparing the two standards are shown in

Chapter 4. In Chapter 5, the results are summarized and the future of JPEG-2000is discussed.

14



Chapter 2

JPEG

2.1 Digital Image

Every digital image consists of “component(s).” For example, some color display
device' s images are composed of three components (Red, Green,and Blue). Printed materias
usethe CMYK system and its components are Cyan (blue), Magenta, Y ellow and blacK. In turn,
every component has aredangular array of pixels. Usually, an uncompressed image uses 8 bits /
pixel to specify the grayscale of acolor component. Therefore, 28 = 256 grayscale levels are
credaed for ead component. If there isonly one component, itis caled a“grayscale” imace.

Images, which have two or more color components, are calked “color” images.

2.2 Encoder and Decoder Structure of JPEG

The simplified structures of the ercoderand the decoder of JPEG ale shown in Figure
2.1. Asuume that we have a grayscde image for now. Multiple-component images will be
discussed in another sedion. The major processing steps of the ercoder ae: block divison,
Forward Discrete Cosine Transformation (FDCT), quantization, and entropy encoding. Therole

of the decoder isto reverse the steps performed by the encder.

15
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Deooder Processing Steps

Figure 2.1 Encoder and Deaoder Structure of JPEG

2.3 8x8Blocks

All the pixelsin an image ae divided into 8x8 sample blocks, except the edge portion.

These blocks are ordered according to a “rasterlike” left-to-right, top-to-bottom pattern. (see

Figure 2.2). The partition of an image can relp to avoid buffering the daafor the whole image

samples. However, the partition also credes the problem of “blocking artifads.”
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\

Figure 2.2 “Rasterlike” pattern

2.4 Zero-Shift and Discrete Cosine Transfor mation

The 8x8 = 64 sample values from each block are shifted from unsigned integersto signed
integers ([0, 255 to [-128, 127]). This zero-shift reduces the precision requirements for the DCT
calculations. Then, these shifted sample values, f(x,y), are fed to the two-dimensional FDCT
(thisiscreaed by mutiplying two one-dimensona DCTs) acrding to thefollowing equation.

The two-dimensional inverse DCT equation isalso provided:

+ + U
(2x 1)u7TCOS(2y 1)v7'[D

F(u,v) = %C(U)C(V)i i f (x,y)cos

16 16 0
10L& (2x+Durr 2y +Dhvrr O
f(x,y)== C(u)C(v)F(u,v)cos cos ,
(xY) 4@ COF (U cos =T e

where C(u) = 1 if u=0, and C(u) = 1 otherwise (the sameis truefor the parametr V).

J2
FDCT deammposes the 64-coefficient digital signal into 64 orthogonal basis signalsto
achieve decorrelation between samples. Ead of these basis signals contains one of the 64 ungue

two-dimensional spatial frequencies. The outputs are denoted asthe DCT coefficients, which are
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the amplitudes for the basis signals. F(0,0) iscalled “DC coefficient” while the remaining 63

coefficientsare cdled “AC cofficients.”

2.5 Quantization

Quantization reduces the precision of the DCT coefficients, F(u,v), by dividing them with
guantization values Q(u,v) and rounding the resultsto integer values. Dequantization multiplies
the quantized coefficient FO(u,v) with the quantization value Q(u,v) to get the recnstructed

coefficient, F? (u,v):

Q i F(u,v)
FOu,v) = '”teger—Roun%E

FQ(u,v) = F%(u,V) *Q(u,Vv)

The quantization values can be set individually for different spatial frequencies using the criteria
based on the visibility of the basissignals. Tables 2.1 and 22 give examples for luminance

quantization values and chrominance quantization values for the DCT coefficients respedively.

16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

Table2.1 Luminarce guantization table

The luminance value represents the brightness of an image pixel while the chrominance value

represents the color of an image pixe. These tblesare the results drawn from CCIR-601

18



17 18 24 47 99 99 99 99
18 21 26 66 99 99 99 99
24 26 56 99 99 99 99 99
47 66 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99

Table2.2 Chrominance quantization table

experiments by Lohscheller (1984)[8]. For continuous-tone image, the sample values vary
gradually from point to point acossthe image. Therefore, most of the signal energy liesin the
lower spatial frequencies, so the quantization values for higher spatial frequenciestend to be
large. In pradice alot of the DCT coefficients have zero or nearzero vadue, especidly for the

high spatial frequencies. Therefore, these cafficients usially have aquantized value o zero.

2.6 Huffman Coding

Two types of entropy coding are specified for JPEG. They are Huffman Coding and
Arithmetic Coding. Huffman coding has a simpler computation and implementation but the code
tables have to be known at the start of entropy coding. Arithmetic coding typicdly provides 5 to
10% more compress on than Huffman coding. However, the particular variant of arithmetic
coding specified by the standard is subjed to patent [10]. Thus, one must obtainalicense to use
it. Therefore, most of the software implementations use Huffman Coding.

A similar arithmetic coding techngue is aso adopted by the new JPEG-2000stardard, so
the topic of arithmetic ading is left to be discussed in Chapter 3 and only the Huffman coding is

discussed in this sedtion.
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2.6.1 Differential Coding and I nter mediate Sequence of Symbols

After quantization, the DC coefficients from all blocks are separately encoded from the
AC coefficients. The DC coefficient represents the@age value of the 64 samples within each
block. Thus, strong correlations usually exist between adjacent blocks DC coefficients.
Therefore, they are differentially encoded acording to the following equation:

DIFF=DC; —PRED

where PRED isthe value of the previous block’s DC coefficient from the same component.
Ead DIFF isencoded as“symbol-1" and “symbol-2.” Synbol-1 representsthe“size”
information while symbol-2 represents the sign and amplitude. Size isthe number of bitsthat are

used to encode symbol-2. Table 2.3 shows the corresponding size information for DIFF.

Size DIFF Sign and Magnitude
(symbol 1) (symbol 2)
0 0 --
1 -1,1 01
2 -3,-2,2,3 00,01, 10, 11
3 -7, .44, ...,7 00Q ..., 011, 100, ..., 111
4 -15,...,-8,8,...,15 000Q...,0111, 1000, ..., 1111
5 -31, ...,-16,16, ..., 31 0000Q...,0111, 1000, ..., 11111
6 -63, ...,-32,32,...,63 000000...,01111, 1000@®, ..., 111111
7 -127, ...,-64,64, ..., 127 0000000...,011111, 10000®, ...,
1111111
8 -255 ...,-128 12§ ..., 255 Etc
9 -511, ..., -256, 256, ... 511 Etc
10 -1023 ... -512, 512, ..., 1023 Etc
11 -2047, ...,-1024 1024 ... Etc
2047

Table 2.3 Huffman coding of DIFF, Sign and Magnitude

20



If DIFF is positive, symbol-2 represents DIFF as a simple binary number. If it is negative,
symbol-2 is“one’s complement” of the amplitude of DIFF in binary number, as shown in Table
2.3.

The quantized AC coefficients are ordered acording to the “zigzag” scan in Figure 2.3.
This order makes the entropy coding more efficient by placinglow-frequercy coefficients (li kely

to be non-zero) before high-frequency coefficients. Then the nonzero AC coefficients are also

DC

Last AC

Figure 2.3 Zigzag Sequence

represented by symbol-1 and symbol-2, but synbol-1 represents both the “ runlength”
(conseautive number) of zero-valued AC coefficients preceding it in the zigzag sequence and the
“size” information. Runlength can have avaue of 0 to 15. If there @& morethan 15 conseautive
zerosin the sequence then asymbol-1 of (15, 0) isused to represent 16 conseautive zeros. Up to
threeconseautive (15, 0) extensons ae dlowed. If thelast run of zerosincludes thelast AC
coefficient, then a special symbol-1, (0,0), meaning EOB (end of block), is appended. The
composite “runlength-size” value is (16 x runlength) + size. The way to encode symbol-2 for AC
coefficient isthe same way that is used to encode that of DIFF. The result from above isthe

“intermediate sequence of symbols.”
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2.6.2 Variable-Length Entropy Coding

The Huffman code assignment is based on a coding treestructure. The treeis organized
by a sequence of pairing the two least probable symbols. These two symbols are joined at anode,
which is considered as a new symbol. This new symbol’ s probability is the sum of probabilities
of the two joined probable symbols. The codeword is creaedby assgning O either to the uppe
or lower branches arbitrarily and 1 to the lemaining branches of the tree Then, the bitsfrom
these branches are concatenagd from the “root” of the treeand traced through the branches back

to the “leaf” for ead symbol. An exampe is given How in Figure 2.4.

Pa)=01 _ > ; o
Symbol | Codeword _
a 000
a: 001 Pa)=01 __ + | 0 0.35
& 01 ) 1
a 100 P(ag) = 0.15
% 101 .
% 11 P(a;) = 0.15 .
0 0.3
P(as) = 0.15 1
P(as) = 0.35 1 1 0.65

Figure2.4 Example of Huffman Codng

Only symbol-1 is Huffman encoded with a variable length code. There should be two sets
of Huffman tables. One s&t is for symbol-1 of DIFF and the other set is for symbol-1 of AC
coefficients. The Huffman tables for both can be creagd by counting symbol occurences for a
large group of “typical” images and assigning a different code word to ead symbol.
Alternatively, these tables can be custom-mace for eatd image sepately. Tables 24 and 2.5

show the codewordsfor difference symbal-1 of the AC coefficients and DIFF.
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Runlength/Size (symbol-1) Code Length Codeword
0/0 4 1010
0/1 2 00
0/2 2 01
0/3 3 100
0/4 4 1011
0/5 5 11010
0/6 7 1111000
o/7 8 11111000
0/8 10 1111110110
0/9 16 1111111110000010
0/A 16 1111111110000011
11 4 1100
1/2 5 11011
1/3 I 1111001
1/4 9 111110110
1/5 11 11111110110
1/6 16 1111111110000100
17 16 1111111110000101
1/8 16 1111111110000110
1/9 16 1111111110000111
1A 16 1111111110001000
2/1 5 11100
2/2 8 11111001
2/13 10 1111110111
2/14 12 111111110100
2/5 16 1111111110001001
2/6 16 1111111110001010
27 16 1111111110001011
2/8 16 1111111110001100
2/9 16 1111111110001101
2IA 16 1111111110001110

Table2.4 Partial Huffman Codefor synbol-1 of the AC Coefficients
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Size (Symbol-1) Code Length Codeword

00

010

011

100

101

110

1110

11110

111110

1111110

11111110

OO N WWWWWIN

P
RIB|o|o(~Njo|ulsw|N ko

111111110

Table 2.5 Huffman Codefor synbol-1 of DIFF

2.7 Decoding

The deading procedures perform only the inverse functions of the encoder. They consist
of Huff man deading, ordering the zigzag sequence of AC coefficients, calculation of DC
coefficients from DIFF, dequantization, inverse DCT, and inverse of zero-shift from [-128 127]

to [0, 255.

2.8 Multiple-Component | mages

The previous sedions only discussthe processing of one-component images. For color
images, the JPEG standard specifies how multiple components (maximum of 255components)
should be handled aswell. A data unit is defined as an 8x8 bock of samples. Each component
can have its own sampling rate and we denote the dimens ons here by x; horizontal pixelsand y;
vertical pixels for i component. Also, ea component has its own relative horizontal and

vertical sampling fadors, H; and V. The overall image dimensions X and Y are defined asthe
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maximums of x; and y; among all the components. These prameters can e expressedacwrding

to the following equetions:

H O
X =mxipg
0 HeaxO
O v O
Y= X0
O VixO

where s the ceiling function
For smplicity, we can consdera threecomponent (component A, B and C) image with
two sets of table spedfications. These components and table specifications ae multiplexed

alternately, as shown in Figure 2.5.

A Encoding Process ——
B —
Compressd
| Dat
chH mage Data
IS;%?D tn Table Table
Spec 1 Spec 2

Figure 2.5 Component-interleaveand table-switching control

For the non-interleaving mode, encoding is performed for all the image data unitsin
component A before it is performed on other components, and then in turn, all data units of
component B is processed before that of component C. On the other hand, interleaving mode
compresses a portion of data units from component A, aportion of data units from component B,
aportion of data units from component C, and then badk to A, etc. For example, if components B

and C have half the number of horizontal samplesrelative to component A, then we can
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compress two data units from component A, one data unit from component B, and one data unit

from component C, as shown in Figure 2.5.

Al | A Bi1 | B C| G

An B2 Cn2

A11 A21 Bl1 C11 A31 A41 821 C21 riseny An-11 Al'h Bn/21 Cn/2

Figure 2.5 Data unit encoding order, interleaved
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Chapter 3

JPEG-2000

3.1 Encoder and Decoder Structures of JPEG-2000

The simplified structures of the ercoderand decaler of JPEG-2000are shown in Figure
3.1. Asaume that we have a multiple-component image. The major processing steps of the
encoder are: component transformation, tiling, wavelet transformation, quantization, coefficient
bit modeling, arithmetic coding, and rate-distortion optimization. Therole of the decoder isto

reverse the steps performed by the encoder, except the rate-distortion optimization step.

Original N Component e R Wavelet R -
Image 7| Transform > Tiling 7| Transform > Quantization
v
Compressd Rate-Distortion Arithmetic Coefficient Bit
Data € Optimization Coding Modeling

Encoder Processing Steps

Compressd _| Arithmetic .| (Coefficient Bit| o
Data ”?| Deaoding > Modeling)™ » Dequantization
\ 4
Reonstructed Inverse Component 4 Inverse Wavelet
< (Tiling)
Image | Transform Transform

Deooder Processing Steps

Figure3.1 Ercoder and decoder structure of JPEG-2000
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3.2 DC Leve Shifting

Forward DC level shifting is applied on every sample value I(X,y) that isunsigned in the
image accoding to thefollowing equation. The resultis denotedas I'(x,y):
1'(x, y) = 1(x,y) = 2557,
where Sy isthe number of bits used to represent the sample value in the i component before
the shifting. For example, if S/ iS8, [(x,y)’ srange is shifted from [0, 255 to [-128 127]. Thisis
aspecial case, which isidentical to the level shifting of the JPEG standard. Inverse DC level
shifting is performed to the reconstructed samples of components that are unsigned only

acording to the following equation:

(X, y) = 1"(x,y) +257% 7,

ThisDC level shifting reduces the precision requirements for the wavelet transform calculations.

3.3 Component Transfor mation

Two types of component transformations are specified in the JPEG-2000standard [21].
They are the Reversible Component Transformation (RCT) and the Irreversible Component

Transformation (I1CT).

3.3.1 Reversible Component Transfor mation (RCT)

Reversible Component Transformation (RCT) should beused with the 5-3 reversible
wavelet transformation (Sedion 3.4). It isa deoorrelating transformation that is performed on the

first threecomponents of an image. There shoud beno sub-sampling on thes three components
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and they should have same bit-depth (number of bitsto represent a sample value). This
transformation is appropriate for both lossy and lossless compression.

The forward RCT is applied to component samples1o(x,y), 11(X,y), 12(X,y), corresponding
to the first, seand and third components of an image and the outputs are Y o(X,y), Yi(X,y) and

Y2(X,y), asshown in thefollowing equations:

YO(X1y) = EO(X1y)+2|1(X1y)+IZ(X’y)E |

4
Y1(X1 y) = Iz(X1 y) - |1(X1 y) )

Y, (% y) = 1,(%y) = 1,(X )

The corresponding inverse RCT equetions ake:

L00y) =¥ (xy) + F RN

Lo (X% Y) =Y, (% y) +1,(%y)

(% Y) =Y. (X y) +1,(%Y)

3.3.2 Irreversible Component Transformation (ICT)

Irreversible Component Transformation (ICT) should only be used with the 9-7
irreversible wavelet transformation. It isadecorrelating transformation that is also performed on
the threefirst components of an image. There should be no sub-sampling on these three
components and they should have same bit-depth. This transformation is appropriate for lossy

compresson only. The forward ICT isapplied to component samples|o(x,y), 11(X,y), 12(X,y),
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corresponding to the first, seaond and third components and the outputsare Y o(X,y), Y 1(x,y) and

Y2(X,y), asshown in thefollowing equations:

Y, (X, y) =0.299% 1 ,(x,y) +0.587x1,(x, y) + 0.144%x1,(x,y) ,
Y, (X,y) = —0.16875¢1,(x,y) —0.33126x1,(x,y) + 05x1,(X,y) ,

Y,(Xy) =05%1,(xy)—-041869%1,(x,y) - 0.08131x1,(x,Y)

The corresponding inverse RCT equetions ake:

Lo (X y) = Yo (X% y) +1.402xY,(x y)
L (X% Y) =Y,(X y) —0.34413xY,(X, y) —0.71414xY,(X,y) ,

1, (% Y) = Yo (X, y) +L772xY (X, Y)

3.4 DataOrdering

3.4.1 Data Ordering Scheme

An image is separadd into seera componentsif there @& more than onecomponert
from the image (seeSedion 2.1). Then, each component is partitioned into non-overlapping tiles
to form an array of “tile-components.” In turn, every tile-component is wavelet transformed into
4 sub-bands for every level of the wavelet transformation. Then, each sub-band isdivided into a
set of code blocks for coefficient bit modeling (seeSedion 3.8). These processes are summarized

in Figure 3.2.
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3.4.2 Reference Grid of an Image

A high-resolution grid is used to define most of the structural entities of an image. The

parameters that define the grid are shown in Figure 3.3.

Two levels of wavelet

Multiple- tile-component 0 | transformations
component 3 A e
Image 2LH | 2HH 1HL AAAAAAAAAAAAAA

‘( tll ecomponent 1 N - N """"" >

. I —— = A ﬁ Of Code
blocks
B tile-component n
Tiling
Figure3.2 Dataordering scheme
P Xsiz R
XOsiz
0,0 _ <> |
A 3 <«— (Xsiz-1,0)
YOsizy
(XOsiz, YOsiz)
vz Image Area
A 2 )
A
(0, Ysiz-1)
Figure 3.3 ReferenceGrid (Xsiz-1, Ysiz-1)

Thisreferencegrid is composed of aredangular grid of sample data points. They are indexed
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from (0,0) to (Xsiz-1, Ysiz-1). The “image aea” is confined by the parameters at the upper left

hand corner (XOsz, YOsz), and thelower right hard corner (Xsiz-1, Ysiz-1).

3.4.3Division of an Imageinto Tilesand Tile-Components

The ideaof tiling serves the same purpose as the artition of 8x8 blocks in the JPEG
standard. All tiles are handled independently. Therefore, tiling reduces memory requirements
because not the entire bitstream is needd to processa portion of the imag. Tiling dsomakes
extradion of aregion of the image (by specifying the indexes of corresponding tiles) for editing
easier. All tilesare redangular and with the same dimensions, which are specified in the main
header (locakd at the head of a compressed file).

Thereferencegrid isdivided into an array of “tiles.” Tiling reduces memory
requirements and makes extraction of aregion of the image easer. The tile's dimensg ons and
tiling off sets are defined as (XTsiz, YTsiz) and (XTOsiz, Y TOsiz) respedively. Every tile in the
image has the same width of XTsiz reference grid points and height of Y TSz referencegrid
points. The upper left hand corner of thefirst tile is off set from (0,0) to (XTOsiz, YTOsiz), as
shown in Figure 3.4. The tiles are numbered in the “rasterlike” pattern. The values of (XTOsiz,
YTQOsiz) are constrained by:

0< XTOsizs XOsiz 0<YTOsiz<zYOsiz
Thetile sizeis constrained in order to ensure that the first tile contains at |east one data anple:
XTsiz+ XTOsiz> XOsiz , YTsiz+YTOsiz> YOsiz
The number of tiles in the horizontal diredion, numXtiles, and in the vertical diredion,

numyY tiles are calculatedasfoll ows:

[Xsiz— XTOsiZ] LYsiz-YTOsiZ]

numxXtiles= , numyYtiles= : )
H XxTsiz H H vTsiz H
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(XTOsiz, YTOsiz2) __|
TO T1 T2 T3 YTsiz
T4 T5 T6 T7
T8 T9 T10 | T11
XTsiz

Figure3.4 Tiingof the referencegrid

For the convenience of description, the tiles ae numbered in the \ertical andhorizontal
diredions. Let p be the horizontal index of atile, ranging from 0 to numXtiles -1, while q be the

vertical index of atile, ranging from O to numY'tiles —1. They can be determined by the following

equations:
o t 0

q= B;uthileﬁ

p = modt,numXtileg

wheret isthe index in Figure 3.4.

The coordinaies of atilefor a particular (p, q) pair are:

t%, (P, ) = max(XTOsiz+ p x XTsiz XOsi2),
ty,(p,q) = max(YTOsiz+ qx YTsizYOsi2,

tx, (p,q) = min(XTOsiz+ (p +1) x XTsiz Xsi2),
ty, (p,q) = min(YTOsiz+ (q+1) xYTsizYsi2,

33



where txo(p,q) and tyo(p,q) arethe coordinaies of the upgr left hand corner of the tile, and
tx1(p,q) —1 and ty:1(p,q) —1 are the coorinates of thelower right hard corner of the ftle. The
dimensions of that tile ae (tx1(p,q) - txo(p,q), tyi(p,q) - tyo(p,q)).

Eadh component of the image has its parameter XRsiz(i) and Y Rsiz(i). The samples of
the component i are thosesamples with index of integer mutiples of XRsiz(i) in thehorizontal
diredion and integer multiples of YRsiz(i) in the vertical diredion on the referencegrid. For the
domain of the component i, the coordinaies of the upgr left hand sampe (tcx o, tcyp) and the

lower right hand sample (tcx; - 1, tcys - 1) are defined by:

_ Ox,(p,g) 0 [ix, (p,q) O

tex, = =2 , tex, = ,
% = BkRsigi)H %= BXRrsigi) H
tcy, = elP.OL tey, = (P90

HvRsii) H Hrrsizi)H

Thus, the dimensions of the tile-component are (tcx; — tCxp, tcy1 —tCyo).

3.4.4 Division of Tile-=Component into Resolutions and Sub-bands

Eadh tile-component’s samgdes are vavelet transformed into N decomposition levels
(Sedion 3.5). Then, N+ 1 different resolutions are provided for this tile-component. We denote
the resolutions by an index r, ranging from 0 to N.. r = 0 isthe lowest resolution, which is
represented by the N_LL sub-band whiler = N isthe highest resolution, which isremnstructed
fromthe 1LL, 1HL, 1LH and 1HH sub-bands. For a specific resolution rnot equd to 0, itis
reconstructed from nLL, nHL, nLH, and nHH sub-bands, wherenis N -r+1. The tile-component
samples' coordinates are mapped to a set of new coordinates for a specific r yielding an upper
left hand corner’ s coordinate (trxo, tryo) and a lower right hand corner’s coordinate (trx 1-1,

try;-1) where
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“BR T TR
_DOtey, O _Otey, O
B BVE

Similarly, (tcxo, tcyo) and (trxo, tryp) can be mapped to a spedfic sub-band, b, with the upper left
hand corner’ s coordinate (tbxo, thyo) and the lower right hand corner’s coordinate (thx ;-1, tby;-1)

respedively, where

Etcx0 (2™ x x0 )D

ex, — (2™ x x0,.)0
Dxl ( b)D

thx, = : thx, = - :
A 2" . 0 2% 0
[tcy, — (2™ x y0, )0 ey, - (2 x y0, )0

thy, = oo (n ¥0,) o thy, = o (nb ¥0) o
O 2" O O 2 O

where ny, is the decomposition level of the sub-band b and the values of x0, and y0, for different

sub-bands are tabulated in Table 3.1.

Sub-band
npL L
npHL
npLH
nyHH

o

}—‘O}—‘Océ

l—\l—\OOé

Table3.1 Quantities (xOy, YOp,) for sub-band b

3.4.5 Division of Resolutionsinto Precincts

For aparticular tile-component and resolution, its samges ae divided into predncts, as
shown in Figure 3.5. The precinct partition is originated at (0,0). 2°™ and 2°¥ are the dimensions
of the precinct where PPx and PPy can ke different for ead tile-component and resolution. The
ideaof precinct isused to spedfy the order of appeaance of the padkets within each precinct in

the coded hitstrean.
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(0,0)

2PPX

A

Y

(trxo,tryo) ~

A
ZPPV
KO K1 K2 K3
\ 4
K4 K5 K6 K7
K8 K9 K10 K11
\

Figure 3.5 Precinct partition

3.4.6 Division of Sub-bandsinto Code blocks

(trxl-l,tryl- 1)

All sub-band coefficients are divided into code blocks for coefficient modeling and

coding. This partitioning reduces the requirements of memory to both the hardware and software

implementations. It also provides certain degreeof spatial random acaessto the coded bitstream.

Within the same til e-component, the code block’s size for eat sub-band is determined by xcb

and ycb. The width and the height of acodeblock ae 2® and 2’ respedively where

xcBb

ycb

_ [min(xch PPx-1)
~ Hnin(xch PPY)

_ min(ych PPy-1)
Eﬂin(yctz PPy)

forr>0
forr=0

forr>0
forr=0

The codeblock partition originates from (0,0), as shown in Figure 36.
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0,00 —>

(thxo,tbyg) ~

2XCb
*

Sub-band
boundary

\
(t bx;- l,tbyl- l)

2ycb

Figure3.6 Code block partition of asub-band

Therefore, the precincts are in turn divided into code blocks. For the code blocks that extend

beyond the sub-band boundary, only the samples lying within the sub-band boundary are coded.

3.4.7 Division of Coded Datainto Layers

The coded data d eat codeblock are spread over aset of layers. Each layer is composed
of some number of consecutive bit-plane coding passes (Sedion 3.7.3) from dl codeblocks. The
number of coding passes issudly different from codeblock to codeblockand may be even
zero, which results in an empty padket (Section 3.10.2). The layersare indexed from O to L-1,

where L isthetotal number of layersin atile.

3.4.8 Packet

The coded data for a specific precinct of aresolution in a tile-component within a layer is
recorded in a contiguous segment cdled a“packet” The length of apadket isan integer multiple

of 8 bits (one byte). The datain a paclet is orderedaccording to the contribution from sub-band
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LL, HL, LH, and HH in that order. This order is obtained from Sedion 3.5 for wavelet
transformation. Within each sub-band, the code block dataare ordered in the “rasterlike” pattem

within the bounds of the corresponding precinct.

3.4.9 Packet Header | nformation

The padket headersreaord the following essential information for the preancts:
(1) Zero length padcket, which indicates that whether the padket is empty;
(2) Code block inclusion, indicating which code blocks belong to the padket;
(3) Number of the most significant bit-planesthat are “insignificant” (Section 3.7);
(4) Number of the coding passs for ead codeblock within the padket;
(5) Length of the code block data.

These headers are locaed preceling the packt data.

3491 Tag Trees

A tag treeisaway of representing atwo-dimensional array of non-negative integersin
ahierarchicd way. Reduced resolution levels of the two-dimensional array are creaed
successvely to form atree The minimum integer of the nodes (up to four) on a level is recorded
on the node on the next lower level. An example is shown in Figure 3.7. g;(m,n) isthe notation
for the value at leve i, m™ column from the left and N row from the top. Level O is defined as
the lowest level.

Ead node of every level hasan initial “current value” of zero. Assume that there ae n
levels. The coding startsfrom thelowest leve, which isleve 0. If the valve of go(0,0) is larger

than the currentvdue,a 0 bit is coded andthe airrent values of this node andthe nodes above it
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in the corresponding brand are incremented by one. The above step isrepeded unil go(0,0) is
equal to the currentvaue. Then, a1 bitis coded andthe coding moves to the rode g1(0,0) on the
next higher level. The above processes are repedtuntil thenode on the highest levd n-1is
coded. The other nodes are coded in the same way. However, the nodesthat are coded once such
as qo(0,0), 1(0,0), ..., gn-2(0,0) should not be coded again.

In the exampe of Figure 3.7, g(0,0) iscoded as01111 Thefirst two bits, 01, arethe
code for go(0,0). It meansthat qo(0,0) isgreder than zero and is equal to one. Thethird bit, 1,is
the codefor g:(0,0). The fourth bit, 1, isthe codefor g2(0,0) and the last bit, 1, isthe code for
03(0,0). Thesethreel bitsmean hat q1(0,0), g2(0,0) and g3(0,0) have avaue of 1. To code
gs(1,0), we do not need to code qo(0,0), 01(0,0), g2(0,0) again. Therefore, itscodeis 001 It

means that gz(1,0) isgreder than 1, 2 and isequal to 3.

1 3 2
0(00)|a(10)\a20) > | 2 | ° 1 1 ,
2 2 2 2 1 2 2 2 1
a) original array of numbers, level 3 B minimum of four (or lesg nodes, level 2
1 1 1
q1(010) q0(010)

¢) minimum of four (or lesg nodes, level 1~ d) minimum of four (or less) nodes, leve 0

Figure3.7 Example of tag treerepresentation
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3.4.9.2 Zero Length Packet

The first bit in the padet header indicates whether the padket has a length of zero. If
this bit is 0, the length is zero. Otherwise, the value of 1 means the padket has a non-zero length.

This case is examined in the following sedions.

3.4.9.3 CodeBlock Inclusion

Some codeblocks ae not included in the corresponding padket since they do not have
contributions to the current layer. Therefore, the packt headr must contain the information
concerning whether a codeblock within the current precind boundary is included. Two different
ways are specified to signal this information depending on whether the same codebl ock has
already been included. For the code blocks that have not been included before, atag treefor eat
precinct isused to signal this information. The values of the nodes of thistag treeare the index
of the layer in which the codeblocks aefirst included. For the code blocks thathave been
included before, one bit isused to signal the inclusion information. A O bit means that the code
block is not included for the currentprecinct, while al bit meansthatitis included for the

current preanct.

3.4.9.4 Zero Bit-Plane I nfor mation

The maximum number of bits, My, to represent the caefficients within the code blocks
in the sub-band b, is signaled in the JPEG-2000file main header. However, the actuad number of

bitsthat isused is M-P, where P isthe number of missng most significant bit-planes, whose bits
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have zero vaues. For the code block that isincluded for thefirst time, the valueof P is coded

with a separate tag treefor every precinct.

3.4.9.5 Number of Coding Passes

The number of the coding passes for ead codeblock in the padket is identified by the

codewords shown in Table 3.2

3.4.9.6 Length of the Data for a Code Block

The lengths of the number of bytesthat are @mntributed by the codeblocks are

identified in the padket header either by a single codeword segment or mult ple codeword

Number of coding passes Codeword in Padket Header

1 0

2 10

3 1100
4 1101
5 1110

6-36 111100000 — 111111110
37-164 1111111110000060111111111111111

Table3.2 Codewords for the number of codirgsses for ead code block

segments. The latter case is applied when at least one termination of arithmetic coding heppens
between coding passes, which are included in the same packt.
For the cag of asingle codeword segment, the number of bitsthat is used to repesent the
number of bytes contributed to a padket by a code block is caculated by:
# of bits= Lblock + [og,(coding passe addeql]

where Lblock is a parameter for ead code block in the precinct.
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We can see that more coding pases added implies morebits are usd. Lblock hasan initial value
of 3, which can be increased by the “signaling kits’ in an acamulative way as nealed. The
signaling lts precede the number of bytes for a code block in the padket healer. A signaling bt
of zero meansthe value of 3 isenough for Lblock. If the signaling hits have k ones followed by a
zeo, the new value of Lblock is 3 plusk. For example, 44 bytes with 2 coding passes hasthe
code of 110101104 110addstwo hits, Lblock = 3 + 2=5, [Log,2[= 1,5 +1 =6 bits, 10110Q;,
= 444). Then, the next code block has 134 bytes with 5 coding passes. Its codeis 1010000110
(10 addsone hit, Lblock is5+ 1 =6, [ILog,5[= 2, 6 + 2 =8 hits, 1000011@, = 134e).

For the cag of mutiple codeword ssgments, let n1<m<ns...<ng bethe index of the
terminated coding passes included for the codeblock in the padket. The method that is used in
the single codeword segment is repeagd for K times conseautively. Thefirst length is the
number of bytes from the start of the contribution of the codeblock in the padket to the end of
the coding passni. The “coding passes addedfor thislength is n;. The second length isthe
number of bytes from the end of the coding passm to the end of the coding passry. The “coding
passes added” for this length isn, - n;. This processis continued until the end of the coding pass

Nk.

3.5 Discrete Waveet Transfor mation of Tile-Components

3.5.1 Wavelet Transfor mation

All finite energy signalswith finite duration can be decomposed into a set of basis
signals, which are composed of trandations and dil ations of a simple, oscillatory function called

awavelet Y(t). Y(t) hasto satisfy two following properties:

[Lwodt=0 [ dt<e
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Thetranslation and dil ation of ¢(t) can be represented by:

1 -b

TNOE ﬁ‘”%@ ,

where b isthe translation parameter and a is the dil ation parameter.

The value of 1/(Ja]*?) ensuresthat the erergy of all trandations and dilations of y(t) are identical.
Asaime that ais 2" and b is 2“m. The coefficients of thebasis signals di, m) are obtained by the
convolution of the signals with alow passfilter h(m) and high passfilter g(m) in two separate
paths with a downsampling of 2 asthe last step (Figure 3.8). c(k,m) are the ccefficients of the
“scaling function”, which in turn can be represented by the trandations and dil ations of ((t) on
the lower levels. This processis called decomposition or anaysis of thesignd. It can eiteraed

many timesto create more decomposition levels.

c(0,m) o) @ 5 d(-1,m)

c(-2,m)

> h(m) |

Figure 3.8 A two-level decomposition

The cafficients, c(k,m) and dk,m), can be usd to reconstruct the original signal, which

isobtained by adding the esults of the convolution of the filters h’(m) and g’ (m) with the
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upsampled version of the ccefficients (seeFigure 39). This process $ called reconstruction or

synthesis of the signal.

d(-1,m) ;@_, p— c(0m)
c(-1,m)

d(-2,m)

g'(m) | h'(m) |

c(-2,m) b (m) |

2Ca
2Ca

Figure 3.9 A two-level reconstruction

The JPEG-2000standard specifies two wavelet transformations, which are irreversible
Daubechies 9-tap/7-tap filters and reversible 5-tap/3-tap filters. They are chosen for anumber of
reasons [1]. Both of them have short finite impulse response (FIR) filters, so fast computation
can be implemented. 5-tap/3-tap transformation has only two lifting steps, which help to achieve
avery low computational complexity. 9-tap/7-tap transformation haes the highest values of Pegk
Signal to Noise Ratio (PS\R) over many test images for low bit rates. Tables 3.3 and 34 show
the tap values of the analysis and synhesis of the Daubechies 9-tap/7-tap filters. Tables 35 and

3.6 show the tap values of the analysis and synhesek of the 5-tap/3-tap filters.

Analysis Filter Tap values

[ Low PassFilter h(m) High PassFilter g(m)

0 | 0.6029490182363579 1.115087052456994
+1 | 0.2668641184428723 -0.591271763114247(
+2 | -0.0782232665289878| -0.0575435262284995
+3 | -0.0168641184428749 0.0912717631142494¢
+4 | 0.0267487574108097¢

Table3.3 Daibechies9/7 analysis filter tap values
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Synthesis Filter Tap values

Low PassFilter h’(m)

High PassFilter g’ (m)

0

1.115087052456994

0.6029490182363579

+1

0.5912717631142470

-0.2668641184428723

+2

-0.0575435262284995

-0.0782232665289878

+3

-0.0912717631142494

0.0168641184428749;

4

0.0267487574108097¢

Table3.4

Daibechies 9/7 synthesis filter tap values

Analysis Filter Tap values

Low PassFilter h(m)

High PassFilter g(m)

6/8

1

2/8

-1/2

-1/8

Table3.5

5/3 analysis filter tap values

Synthesis Filter Tap values

Low PassFilter h’(m)

High PassFilter g’ (m)

6/8

1

2/8

-1/2

-1/8

3.5.2 2-dimensional Forwar d Discrete Wavdet Transfor mation

The 2-dimensional Forward Discrete Wavelet Transformation (FDWT) is performed on
every tile-component independently. The number of decomposition levels, N, can be different
for ead tile-component. Figure 3.10 shows one level of decomposition of the tile-component.
The two-dimensional array of the tile-component samples are transformed in the vertical
diredion first and then in the horizontal diredion with the same set of filters. The LL sub-band at

resolution m is decomposed into four sub-bands cdled LL (at resolution m-1), HL, LH, and HH

for ead iteration.

Table3.6 5/3 synthesis filter tap values
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Image data a

resolution m > 9(m) ‘)@

3y HH sub-band

> g(m) |

3y LH sub-band

> h(m) |

5 HL sub-band

> g(m) |

> |mage dataa
resolution m-1

LL sub-band

> h(m) |

clelele

Vertical diredion

Horizontal diredion

Figure3.10 One level of decomposition of tile-component

There ae 3x N + 1 sub-bands for ead tile-component. The notation for ead sub-band is used

in the following way: an index called “lev” corresponds to the level of decomposition and it is

followed by ether LL, HL, LH, or HH. The order of thesesub-bands &:

NLLL, N HL, NLLH, N HH, (NL-D)HL, (NL-1)LH, (N-1)HH, ..., 1HL, 1LH, 1HH.

For the cag of N = 2, the sub-bands can be represented by Figure 3.11.

2LL

2HL

1HL

2LH

2HH

1LH

1HH

Figure3.11 Sub-bands representation
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The convolution based filtering implementation consists of many dot products
(multiplications), so it isnot effective for software caculation. A “Lifting” based filtering
consists of a sequenceof very simple operations[16], 0 it is chosen for JPEG-200Q For the
filtering operations, the odd sample values are updated with aweighted sum of the even samge
values and the even sample values are updated with a weighted sum of the odd sample values
aternatively. The schemes for the two spedfied wavelet transformations are shown in the
following procedures.

The FDWT gtarts with an initialization of the variable lev to 0 and sets the sample values
of the tile-component I’ (X,y) asthe input coefficients, ag.. (u,v). The 2D_SD procedure is

performed to the levL L sub-band in every level of the decomposition until N, iterations are

reated (seeFigure 3.12).
No
Yes
FDWT lev € 0 ‘ 2D _SD [aerL(u,V)]
aoLL (u,v) € 1(x,y)

lev & lev+1

Figure3.12 The FDWT Procedure

The 2D_SD procedure decomposes the two-dimensional data, aje,1 (u,V), into the sub-
band coefficients, agev+1)LL (U,V), agev+1yHL(U,V), 8ev+1yLH(U,V), and agev+1ynH(U,V). The total number
of the ccefficientsin the four sub-bands s the same as that of the LL sub-band at one lower
level. The coordinaies of the uper left hand cornerand thelower right hand corner of the ile-
component should be supplied as the inputs. This procedure performs the decomposition in he

vertical diredion first viaVER_SD and in the horizontal diredion viaHOR_SD asthe second
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step. Interleaving the results into the position of four sub-bands by 2D_DEINTERLEAVE isthe

last step. Figure 3.13 de<cribes the 2D SD procedure.

VER_SD(a(u))

Y

HOR_SD(a(u,v))

y

2D_DEINTERLEAVE(a(U.v))

Figure3.13 The 2D_SD Procedure

The VER_SD procedure performs the decomposition in the vertical direction vialD_SD

for all columns in the tile-component, as shown in Figure 3.14. Let (uo,Vvo) and (us,v1) be the

coordinates of the upper left hand corner and the lower right hand corner of the tile-component.

These coordinatesand a1 (U,Vv) arethe inputs to this procedure.

< VER_SD>—> u <€ U

A'q
7|

X(v) € au, V)

Y

Y(v) = 1D_SD(X(V))

Yes

No

Y

u<cu+l a(u,v) € Y(V)

Figure3.14 The VER_SD Procedure

The HOR_SD procedure performs the decomposition in the horizontal diredion via

1D_SD for al rowsin thetile-component, as shown in Figure 3.15 The coordinates (Uo,Vo),

(ug,v1), and the data a(u,v) are the inputs to this procedure.
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Y (u) =1D_SD(X(u))

Y

<HOR_SD>—> veve Loyl X(u) € au,v)

No

) 4
vEv+l a(u, v) € Y(u)
Yes

Figure3.15 The HOR_SD Procedure

The2D_DEINTERLEAVE procedure arranges the transformed cefficients into ther
corresponding sub-bands, as shown in Figure 3.16. The coordinates (uo,Vo), (Us,v1), and the data
a(u,v) arethe inputs to this procedure.

The 1D_SD procedure takes a one-dimensional array of data, X, the index ip of the first
sampleinarray X, and the index i;-1 of the last sample in array X asthe inputs and produces a

one-dimensional array of data, Y, with the same index as illustrated in Figure 3.17.

1D _SD Xext € 1D_EXTD (X, ig, i1-1)

Y

Y € 1D FILTD(Xex, o, i1-1) ﬁ( Done )

Figure3.17 The 1D_SD Procedure

The1D_EXTD procedureis called “periodic symmetric extenson.” It extends the sgnal
X beyond its left and right boundaries for the preparation of filtering. The output is denoted as
Xext- The boundaries are extended by i Samplesto the left and iyignw Samplesto the right. The
minimum but sufficiently large values of i and irigr: fOr the two transformations are shown in

Table3.7.
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<2D_DEI NTERLEAVQ

v

Vp < 5110/2[

A'q

7

Y

Up € (/2L

A'q
7
N

y

a L (Un, Vp) € a(2u, 2vp)

No

v

Up € Up+ 1

Yes

Vp € Vp+1

Vp <« 5110/2[

A'q

7

Y

Up € [li/2C

A'q
L
N

y

v
No @ Yes

Y

Vp < 5110/2[

A'q

7

Y

Up € [li/2C

A'q
7
N

y

aHL(Up, Vb) € a(2upt1, 2vp)

No

v
No @

v

Uy € Up+ 1

Yes

Vp € Vp+1

Yes

> vp € W/20

A

a H(Up, Vb) € a(2u, 2vptl)

No

v

Uy € Up+ 1

v
No @

Yes

Vb€ Vp+1

v

Vp 2 H/1/2D

Yes

7

Y

Up € [li/2C

A'q
7
N

y

aun(up, Vp) € a2utl, 2vptl)

No

v

Uy € Up+ 1

v
No @

Yes
Vb€ Vp+1

v

Vp 2 H/1/2D

Figure3.16 The 2D_DEINTERLEAVE Procedure

Done

Yes




i hert(5/3) | er(9/7) i1 lrignt(5/3) | 1rigne(9/7)
Even 2 4 even 2 4
Odd 1 3 odd 1 3

Table3.7 Valueof ig and irign: for extension

Symmetric extension extends the signal with the signal samples obtained by areflection of the
signal centered onthe first sample for the left side and on the last sample for theright side, as

shown in Figure 3.18. These extensions reduce the blocking effed &t the boundaries of thetiles.

iIeft iright

«—— —>
...EFGFEDCBABCDEFGFEDCBABC...

) )

io i
Figure3.18 Periodic symmetrickeension of signal

The 1D _FILTD procedure takes X e, i0, @nd i1-1 asthe inputs and ppducesY. The even
coefficients of Y are alowpassdownsampged version of X ¢, and the odd coefficientsof Y are a
highpassdownsampled version of Xe. This procedure usesthe lifting based filtering method,
which isafast algorithm to implement DWT.

For the reversible 5-tap/3-tap filters, areversible lifting based filtering is implemented.
The odd sample values of X ¢ are updated with aweighted sum of the even sampe values and
the even sampe values of X are updated with aweighted sum of the odd sample values
aternatively. The odd coefficientsof Y are cdculated firstfor al n that satisfy i o — 1<2n+1 <

i1+1:

(2n +1) _ |:D(ext(zn) + Xext (2n + 2) D

Y2n+1) =X
( ) ext H 2

Then, the even coefficients of Y are calclated for dl nthat stisy b <2n<i;:
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Y(Zn) = Xext(zn) -_ QXEXt(Zn _1) + i(ext(zn +1) + 2|:|

These calculations require arounding procedure for the intermed ate non-integer-valued
transform coefficients. The values of Y (k) that satisfy ip < k < i; are kept asthe output.

For theirreversible 9-tap/7-tap filters, an irreversible lifting based filtering is
implemented. Four “lifting” steps (1 through 4) and two “scaling” steps (5 and 6) are performed

on X to produceY:

Y@n+1)  X_, @n+1) +{ax[X_,(2n)+ X (2n+2)]} Sted
Y2n) < X @n)+{Bx[Y@n-1)+Y(@2n+1D]} Step
Y(n+1) « Yn+D) +{yx[Y@n) +Y(@n+2)} SteB

Y(2n) < Yn)+{dx[Y@n-1)+Y@2n+1)]} Stept

Y(@n+1) « ~-KxY(2n+1) Stef

Y(2n) — @/K)xY(2n) Stes

where a = -1.58613432, 3 =-0.052980118y=0.8829110755 = 0.44350682, and
K=123017416.

Step 1 isapplied for al nthat satisfy ip—3<2n+ 1<i; + 3. Step 2 isthen applied for all n that
satisfy ip—2<2n<i; + 2. Step 3isthen applied on all valuesof nsuchthatip—1<2n+ 1<i; +
1. Step 4 isthen applied on all values of n such that ip < 2n < i;. Eadh of these steps must be
performed on the entire tile-componentbef oremoving to the next step. Step 5 is performed on
al valuesof nsuch that ip < 2n + 1< i;. Step 6 isperformed on all values of n such that ip < 2n<

I1. Thevalues of Y (k) such that ip < k < i; are kept as the output.
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3.5.3 2-dimensional I nver se Discrete Wavelet Transfor mation

The 2-dimensional Inverse Discrete Wavelet Transformation (IDWT) reconstructs the
DC-level shifted two-dimensional signal I’ (x, y) from a set of sub-bands with coefficients an(up,
Vp). Figure 3.19 shows one level of reconstruction of the tile-component.

The IDWT startswith an initialization of the variable lev and setsit toN.. The2D_SR
procedure is performed for every level of lev and is followed by a ceaement of lev. The 2D SR
procedureis iterated until lev isequd to zero. The process s finished with the fina output,

aoLL(u,v) (seeFigure 320).

HH _ ; ]
sub-band @ g (m)
LH _ ) ‘ . Image data a
sub-band @ h(m) —I_ @ g (m) resolution m
HL _ ) ; ) |
R T DT
Image data _ ) ‘
at resolution @ h(m)
m-1
LL sub-band
Horizontal Vertical
diredion diredion

Figure3.19 One level of reconstruction of tile-component
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I”(X,y) € aoLL(X,y)

Yes

IDWT lev € Np @ lev € lev - 1
K

No

&ev- nLL(U,V) = 2D_SR [@evie (U,V), @evHL(U,V), @evir(U,V), aern(U,V)]

Figure3.20 The IDWT Procedure
The 2D_SR procedure reconstructs the sub-band coefficients of ajev (U,V), @ev(U,V),
aevH(u,v), and aevrn(u,V) INto agev-1)LL (U,V), asshown in Figure 3.21 Thefirst gep of this

procedureis2D_INTERLEAVE. Itistheinverse of 2D_DEINTERLEAVE, as shown in Figure

( 2D SR >_, 2D _INTERLEAVE(a(u,v))

\ 4
HOR_SR(a(u,v))

Y

VER_SR(a(u,V))

Figure3.21 The 2D_SR Procedure

3.22. It interleavesthe cafficients of four sub-bands toform a rew set of a(u,v). Then, the
HOR_SR procedureis applied to all rows of a(u,v) to perform the horizontal sub-band
recomposition (seeFigure 3.23). Let (Uo,Vo) and (ug,v1) be the coordinates of the upgr left hand
corner and the lower right hand corner of a(u,v). They are talen as the inputs to the procedure.
The output is stored badk into a(u,v). The VER_SR procedure is applied b all columns of a(u,v)
to perform the \ertical sub-band recomposition (seeFigure 324). The coordinates (up,vo) and

(ug,v1) are a@in takenas the inputs. The outputis stored kadk into a(u,v).
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Y
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No

v
>

v

Uy € Up+ 1

Yes

Vb€ Vp+1
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No

v

Uy € Up+ 1

v
G

Yes

Vb€ Vp+1

v
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Yes

Y

Up € [li/2C

Y

aA2uyt1, 2vp+l) € ann(Up, Vi)

No

v

Uy € Up+ 1

v
G

Yes

Vb€ Vp+1

v

Vp 2 H/1/2D

Figure3.22 The 2D_INTERLEAVE Procedure

( Done |

Yes




HOR_SR

Done

vV € Vg

X(u) € au, v)

Y

Y

Y (u) = 1D_SR(X(u))

>

No

Y

vEev+l a(u, v) € Y(u)

Figure3.23 The HOR_SR Procedure

< VER_SR>—> u <€ U

X(V) € alu,v) 3| | Y(V) =1D_SR(X(V))

Done

No

Y

u€cu+1l

a(u,v) € Y (V)

Figure3.24 The VER_SR Procedure

The 1D_SR proceduretakes a one-dimensional array, X, the index ip of the first samplein

array X, and the index i;-1 of the last sample in array X asthe inputs and produces a one-

dimensional array, Y, with the same index (seeFigure 3.25).

1D SR

Xeq € 1D_EXTR (X, i, i1-1)

Y

Y € 1D_IFILTR(Xex, i, i1-1)

Figure3.25 The 1D_SR Procedure

The1D_EXTR procedureis applied to extend the signal X beyond its boundaries to

produce X . Thisprocedure isidentical to the 1D_EXTD procedure.
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The 1D_IFILTR procedure takes the X e, i0, @nd i;-1 asthe inputs and produces Y. This
procedure also usesthe lifting based filtering.

For the reversible 5-tap/3-tap filters, areversible lifting based filtering is implemented.
The odd sample values of X : are updated with aweighted sum of the even sampe values and
the even sampe values of X are updated with aweighted sum of the odd sample values
aternatively. The even coefficients of Y are céculated firs for dl nthat stisfy ip— 1<2n<i; -
1

Y (2n) = X (2n) - Exext (@n-1+ jem (2n+1)+20

Then, the odd coefficients of Y are caculatedfor all n that satisfy ip<2n+ 1<iy:

Y(@2n+1) = X_ (2n+1) - E((Zn) +;(2n +2)0

These calculations require arounding procedure for the intermed ate non-integer-valued
transform coefficients.

For the irreversible 9-tap/7-tap filters, an irreversible lifting based filtering is
implemented. Two “scaling” steps (1 and 2) and four “lifting” steps (3 through 6) are rformed

on Xe to produceY:

Y(2n) « KxX_.(2n) Sted

Y(@n+1) « —@M/K)xX_ (2n+1) Ste

Y2n) < Y@n)-{5x[Y@n-1)+Y(@2n+1)]} Stei
Y(2n+1)  Y(2n+1) -{yx[Y@n)+Y(@n+2)} Step
Y(2n) < Yn)-{Bx[Y(2n-1)+Y(@2n+1)]} Ste/
Y(n+1) « Yn+D) —{ax[Y(2n)+Y(2n+2)]} Sted
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where a = -1.58613432, 3 =-0.052980118y=0.8829110750 = 0.44350682, and
K=123017416.

Step 1 isapplied for al nthat satisfy ip — 3<2n<i; + 3. Step 2 isthen applied for all n that
satisfy ip—2<2n + 1< i; + 2. Step 3 isthen applied on all valuesof nsuchthat ip —3<2n<i; +
3. Step 4 isthen applied on all valuesof nsuchthat ip — 2< 2n + 1< iy + 2. Step 5 isperformed
onall valuesof nsuchthat ip — 1< 2n<i; + 1. Step 6 is performed on all values of n such that ig

S2n+1Si1.

3.6 Quantization

For the 5-tap/3-tap wavelet transformation, no quantization is used to reducethe
precision of the ccefficients. That means the quantization stepis one and the wefficients have
integer values. On the other hand, for the 9-tap/7-tap wavelet transformation, each sub-band from
atile-component can have its own quantization step value. The quantization step, Ay, for sub-

band b is specified by thefollowing equation:

Ay = 2% Qﬁ'%@ )

where Ry, isthe nominal dynamic range for sub-band b. It isthe sum of the number of bits that
are used to represent the original source mage tile-component. The exponent/mantissapars (€p,
Up) are ether signaled for al sub-bandsor for the LL sub-band aly. In the kiter cag, the
exponent/mantissa pairs (€p, Hb) are determined from the exponent/mantissa pair (€, Ho)

corresponding to the LL sub-band, acerding to the following equation:

(€ys Mp) = (&, +nsd, —nsd,, Hy)
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where nsdy, denotes thenumber of sub-band decomposition levels from the original image fil e-
component to the sub-band b. Therefore, €, for the lower frequency sub-bandstend to be larger
and make the quantization steps for these sub-bandsto be smaller. Therefore, less distortion is
resulted from the quantization error.

Ead of the wavelet transformed coefficients, a,(u,v), of the sub-band b is quantized into

Os(u,v) acording to the following equation:

(1) = signia, )< T2V 5
U

b

My, isthe expecied maximum number of encoded bit-planesfor sub-band b. Itis
calculated by using the following equation:

M,=G+¢g, -1,
where G isthe number of guard hits.
Thetypical valuesof G are 1 or 2. The pupose of G isto preventpossible overflow beyond the
nominal range of the integer representation of |g(u,v)|.

The decoder may decide to decode only Ny, bit-planes(Mp > Ny) for a particular code
block due to the embedded nature of the code strean. Therefore, the adual quantization step is
2" multiplied by Ay for the samplesin that code block. Because of the nature of threecoding
pases for ead bit-plane, atruncaion of bit stream may also occur between the passes within a
bit-plane. Thus, the actud quantization step may be different for different samples even within
the same codeblock if one bit-planeis not comgdetely decoded. Howewver, these gantization
step-sizes are always multiples of the reference quantizaion step by some power of two. Each

deaoded coefficient, q'(u,v), isexpressed in a sign magnitude representation and the non
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deaoded bits are st to zero. Then, they are dequantized kad into wavel et transform coefficient,
Rq b(u,v).

For the 9-tap/7-tap wavelet transformation, the following equetions are applied.

E(q'b (u,v) +r2" Uy A - for g, (u,v)>0
Rq, (U,v) = [(q, (u,v) - r2"uyxa - for q,(uv<0
%) for g, (u,v)=0,

where N(u,V) isthe number of decoded bit-planesfor sample g’ ,(u,v) and r isthe cafficient
reconstruction value. r’'svalue is between O and 1 (0<r <1). It can be chosen for the kest visual
or objedive quality. Thetypical value of r is0.5.

For the 5-tap/3-tap wavelet transformation, the dequantization processis slightly different
depending on whether atruncation of bit stream has been made. If no truncaion occurs,

R v(u,v) = 'n(u,v). Otherwise, the following equations are appli ed:

O, (u,v) +r2" U A, for Q,uv>0
RQ, (u,v) = %__(Db (u,v) —r2"e ek - for Qu,v)<0
gj for Q,(u,v)=0.

For 9-tap/7-tap wavelet transformation, no preference of any quantization step-sizeis specified

and different appli cations may set the step-sizes acwrding to the image’'s charaderistics.

3.7 Coefficient Bit Modeling

After quantization, the ccefficients within each codeblock are separed into bit-planes.
These hit-planes are codad starting from themostsignificant one with at least one nm-zeo

element to the least significant one. A special scan pattern is performed on each bit-plane for
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each of the threecoding passes. Eachcoefficient bit is coded in exactly one of the threecoding
pases. They are called significancepropagation pass, magnitude refinenment pass and ceanup
pass For eat pass “context value” is determined for the coded bit. Thes context valuesandthe
bit stream are the inputs for the arithmetic coder. EBCOT hasa large contribution to the

tedniques mentioned above [17].

3.7.1 Bit-Plane

The cafficients are epresented by sign magnitude binary numbers. A codeblock
consists of aredangular array of these coefficients. A sequence of binary arrays isformed with
one bit from each of the cafficients. Thefirstsuch array includes the mostsgnificant bit from
each coefficient. The second array includes the next most significant bit from each coefficient.
This processcontinues until the last array containsthe least significant bit from each coefficient.
These arrays ae cdled hit-planes. The number of bit-planesthat are coded for a code block is

Mp-P. (Section 3.4.8.4)

3.7.2 Scan Pattern within Code Block

Starting from the first bit-plane of acodeblock that contains at least one nm-zeo
element, ead bit-plane is scanned in a specified order for ead pass Thefirst four bits of the
first column at the top left hand corner of a bit-plane are sannel, then hefirst four bits of the
seoond column are scanned and so on. After the first four bits of the last column are scanned, the
seoond four bits of the first column are scanned, as shown in Figure 3.26 This scan pattern is

continued until the bit at the lower right hand corner is scanned.
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1] 5] 9] 13] 17| 21] 25
2| 6|10 14| 18 22 26
3| 7 11| 15| 19| 23 27
4 | 8 | 12| 16| 20] 24 28
29 | 33
30| 34
31| 35
32| 36

Figure 3.26 Scanning order of a bit plane

3.7.3 Coding Passes over the Bit-Planes

Eadh coefficient in acode block has a binary state variable caled “significance gate.” It
isinitialized to 0 and is changed to 1 at the bit-plane where the mostsgnificant 1 bit of the
coefficient is found (not the sign bit). A “context” vedor of a cafficientis defined asa bnary
vedor consisting of the significance states of the 8 surrounding neighbors, as shown in Figure

3.27. If any of these eight neighborsisnot lying in the same codeblock as X, itis consderedas

Do | Vo | D1
Ho | X | H1
D, | V1 | D3

Figure 3.27 Surrounding neighbors of coefficient X

insignificant in order to achieve the independence of coding between code blocks. Coefficient X
can have 2° = 256 differentvalues of contextvedor. Thes vaues ae clessified into smaller
number of context labels according to the rules, which are different for ead of the four coding
operations. They are significance coding, Sgn codng, magnitude refinement coding and cleanup
coding. These coding goerations are prformed in the three coding passes for eat bit-plane in

the following order:
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(1) significance and sign coding operations in the significance propagation pass

(2) magnitude refinement coding in the magnitude refinement pass

(3) cleanup and sign coding operations in the cleanup pass.

The first bit-plane with at least one non-zero element has a cleanup pass only since there ca be
no predicted significanceor refinement bits. The lemaining bit-planes ae coded with all three

coding passes. Eachcoefficient bit is coded in exactly one of the three coding passes

3.7.3.1 Significance Propagation Pass

Empirical evidence suggests that the sample statistics are approximately Markov: the
significance state of a sample depends only upon the significance states of its immediate eight
neighbors, which are indicated in the contextvaues. The 256 diff erent contextvadues are
classified into 9 context labelsacarding to Table 3.8 where Y H meansHp + Hi. > V meansVy
+Viand Y D meansDg + D; + D, + D3. They are the sum of the significance states. X means

that we do not care the value.

LL and LH sub-bands HL sub-band HH sub-band Context
Label
SH SV 5D SH SV D [S(H+V)| 5D
2 X X X 2 X X >3 8
1 >1 X >1 1 X >1 2 7
1 0 >1 0 1 >1 0 2 6
1 0 0 0 1 0 >2 1 5
0 2 X 2 0 X 1 1 4
0 1 X 1 0 X 0 1 3
0 0 >2 0 0 >2 >2 0 2
0 0 1 0 0 1 1 0 1
0 0 0 0 0 0 0 0 0

Table 3.8 Contextsfor the sgnificance propagation pass and cleanup pass
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The mapping of context labels depends on which sub-band the codeblock isin. This mapping
can minimize both the model adaptation cost and implementation complexity. The table is
constructed by exploring the symmetriesin verticd, horizontd, and diagona diredions of the
configuration of Figure 3.27. The context label assignment for the LH and HL sub-bands are
identical if we exchange the vertical and horizontal diredions (transposition) within the code
block. The LH sub-band responds strongly to vertically oriented feaures while the HL sub-band
responds strongly to thehorizontally oriented feaures. Thes behaviors aso explain part of the
design of Table 3.8.

The bitsthat were insignificant and have @on-zero context label are included in this
pass Other bits in the same bit-plane ae coded either in the magnitude refinement passor the
cleanup pass The context labelsandthebit stream are sent to thearithmetic coder. For the
deaoding part, the sgnificarce stae of the coded coefficientsin thispassissettol if the
deaded bitis 1 and theimmediate net bit to be decoded is the sign bitfor the coefficient.
Otherwise, the significance state remains 0. When we consider the context labels of successve

coefficients and coding passs, themost recent sgnificancestatefor this caefficient is applied.

3.7.3.2 Sign Bit Coding

The context label of a wefficient for sign bit coding is determined through two steps
The first step calculates the vertical and horizontal contributions from Vo, V1, Ho and Hy
acording to Table 3.9. Ead of them can have one of threestates: insignificant, significant
positive, or significant negative. From Table 3.9, we seethat the contribution takes the average

of Vo and V4 (Ho and Hl)
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Vo (or Ho) V1 (or Hy) V (or H) contribution
Significant, positive significant, positive 1
Significant, negative significant, positive 0

Insignificant significant, positive 1
Significant, positive significant, negative 0
Significant, negative significant, negative -1

Insignificant significant, negative -1
Significant, positive insignificant 1
Significant, negative insignificant -1

Insignificant insignificant 0

Table3.9 Vertical (and Horizontal) contributions from four neighbors to the sign context

The second step simplifies the nine permutations of vertical and horizontal contributions

to five context labels acoording © Table 3.10. The context labels andthebit strean are sent to

Horizontal Vertical Context XOR bit
contribution | contribution label
1 1 13 0
1 0 12 0
1 -1 11 0
0 1 10 0
0 0 9 0
0 -1 10 1
-1 1 11 1
-1 0 12 1
-1 -1 13 1

Table 3.10 Sign contextsfrom vertical and horizontal contributions

the arithmetic coder. For the demding part, a bit is returned from the arithmeic decoder. This bit
isthen logicaly XORed with the XORDbit in the last column of Table 3.10to producethe sign
bit, as shown in the following equation:

Sgnbit = Arithmetic Decoér (contex label, compressed bit stream) [7 XORbit .
When XORDbit is 1 as for the last four rows of Table 3.10, the returned bit from arithmetic

deaoder isswitched. Sign bit of 1 meansnegative while O means postive.
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3.7.3.3 Magnitude Refinement Pass

The bits from coefficients that are already significant (except those that become
significant in the immediately proceeding significance propagation pass) are included in this
pass The context label of a wefficient isdetermined by the summeation of the significance gates
of all eight neighbors and whether the ertoded bit isthefirst refinement bit (thebit immedatdy
after the significanceand sign bit), asshown in Table 3.11 Only threecontext labels are used
sincevery we& correlation exists between any previously encoded bit-plane and the magnitude

of the neighboring coefficients.

SH+>V +5D First refinement for this coefficient Context label
X False 16
=1 True 15
0 True 14

Table3.11 Contextsfor the magnitude refinement coding passes

3.7.3.4 Cleanup Pass

If abit isnot coded in the previoustwo passs, it must be coded in the cleanup pass
The context label for thisbitis deermined usng Tabk 3.12. A unique single context is also
creaed for run-length. If four contiguous cafficients in the column being scanned are dl
included in the cleanup pass and the context labels for them aredl 0, then the run-length context
and the bit stream are given to the arithmetic coder. For thearithmetic deading part, if the
symbol O isreturned, then all four coefficients remain insignificant. Otherwise, symbol 1 is
returned indicating that at least one of the four coefficients is significant. The next two bits
returned with the UNIFORM context denote which coefficient isthefirst one  be found

significant, as shown in Table 3.12 The sgn bit of that coefficient is handled usingthe process
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in Section 3.7.3.2. The remaining coefficients in the column are coded usng the grocessin
Sedion 3.7.3.1. If not all four contiguous coefficients are included in this passor the context
label of any of themis not 0, then they are codedasin the sgnificance propagation passin
Sedion 3.7.3.1. The scheme for this passis summarized in Table 3.12 If there a@e fewer than

four rows at the end of the codeblock, then run-length coding is not applied.

Four contiguous Symbols Four contiguous | Symbols Number of
coefficientscoded in | returned from | bitsto be coded | coded with coefficientsto
cleanup passand all | run-length arezero UNIFORM code
have the O context context context
true 0 true none none
true 1 False MSB LSB
skip to 1% 00 3
coefficient sign
skip to 2 01 2
coefficient sign
skip to 3¢ 10 1
coefficient sign
skip to 4" 11 0
coefficient sign
false none X none rest of column

Table3.12 Run-length coder for cleanup passes

3.7.3.5 Example of Coding Passes

Table 3.13 shows an example of coding four coefficients in acolumn. The coefficients
that are not shown in thistable ae assimed to be zero. This table indicateswhich bitis included

inwhich pass Thesign bit isindicaed by a+/- sign beside te initial 1 hit.
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Coding Pass | Coefficient Value
10 1 3 -7

Clean-up I+ 0 0 0

Significance 0

Refinement | 0

Clean-up 0 1-

Significance 0 1+

Refinement | 1 1

Clean-up

Significance 1+

Refinement | 0 1 1

Clean-up

Table3.13 Example of bit-plane coding order

3.7.4 I nitialization and Termination

All context labels are initialized or re-initialized with indexes (probabil ities) acarding to
Table 3.14. The context labels are e-initialized eitherat theend of ead coding passor at the end
of each code block. The arithmetic coder isterminated either at the end of each coding passor &

the end of each codeblock.

Context Initial index from Table 3.18 | MPS
UNIFORM 46 0
Run-length 3 0
All zero neighbors (context label 0) 4 0
All other contexts 0 0

Table 3.14 Initial statesfor all context labels

3.7.5Error Reslience Segmentation Symbol

A segmentation symbol is optionally coded with the UNIFORM context of the arithmetic
coder a the end of each bit-plane. Itis applied as arerror detedion method. The correct

arithmetic deaoding of this symbol indicates that no error occursin the corresponding hit-plane.
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A segmentation symbol of “1010 should be deaded at the end of ead bit-plane. If “1010 is

not decoded, bit errors occur for the corresponding hit-plane.

3.7.6 Flow Chart of the Code Block Coding

The steps for coding a bit-plane in acodeblock can ke shown by aflow chartin Figure

3.28. The decisions made ae listed in Table 3.15 The processs of sending hits and context

labelsare listed in Table 3.16.

Decision Question Description
DO Isthisthe first significance bit-plane for the code block? Sedion 3.5.3
D1 Isthe current coefficient Sgnificant? Sedion 3.5.3.1
D2 Isthe context label zero? Sedion 3.5.3.1
D3 Did the current coefficient just become significant? Sedion 3.5.3.1
D4 Are there more coefficients in the significance propagation pass?

D5 Isthe caefficient insgnificant? Sedion 3.5.3.3
D6 Was the ccefficient coded in the st Sgnificance propagation pass? | Sedion 3.5.3.3
D7 Are there more coefficients in the magnitude refinement pass?
D8 Are four contiguous uncoded coefficients in acolumn each witha 0| Sedion 3.5.3.4
context label?
D9 Isthe cafficient Sgnificant? Sedion 3.5.3.4
D10 Are there more coefficients remaining of the four contiguous
coefficients?
D11 Are the four contiguous bitsall 0? Sedion 3.5.34
D12 Are there more coefficients in the cleanup pass?

Table3.15 Dedsionsin the coding passesflow chart
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Start coding passesfor a bit-plane

Start of
significance | NO
propagation [€

pass

&

Yes

Start of

)

Y

Yes

D1

no
Y

Yes

D2

no
Y

C1l

Yes
C2

Y

no [«

Yes
CO

no

Start of magnitude
refinement pass

&

cleanup pass

)

Y

Yes
D5

no

D6 Cc3

3l

Yes Yes
ca —>< D11
no [« nol
\ 4
no C2
C1 no
Yes
c2 ] Y ¢l
Yes A
no [« D10 >—>» o
Yes
no
@ Co <
no
Yes
4
"0 End of
D12 coding passes
of abit-plane
CO
Tves
D7
no

Figure3.28 Flow chart for all codinggsses for a bit-
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Code | Coded symbol Context Explanation Description
CO0 - - Go to next coefficient or column
Cl | Newly significant? | Table3.7 Code significant bit of current | Sedion 3.5.3.1
coefficient
C2 Sign bit Table 3.9 Code sign bit of current Sedion 3.5.3.2
coefficient
C3 | Current magnitude | Table3.10 Code magnitude refinement bit | Sedion 3.5.3.3
Bit of current coefficient
c4 0 Run-length Code run-length of four zeros | Sedion 3.5.3.4
1 context label Code run-length not of four
zeros
C5 00 1% coefficient isthe first Sedion 3.5.3.4
UNIFORM significant coefficient
01 2" coefficient isthe first
significant coefficient
10 3 coefficient isthe first
significant coefficient
11 4" coefficient isthe first
significant coefficient

3.8 Arithmetic Entropy Coder

Table3.16 Coding inthe coding passesflow chart

3.8.1 Basc principlesof Arithmetic Coding

In arithmetic coding, al the symbols ae ordered on aaumber linein the interva from O

to 1in a pettern that is known to both the encoder and decoder. Each gy mbol has its subinterval

with length that is equal to its probability on the number line. Sincethe sum of the probabilities

of all symbolsis1, the subintervals exadly fill the interval from 0 to 1 on the number line. To

code asymboal, a code stream of binary fradion pointing to the subinterval corresponding tothe

symbol is creaed. The boundary between two symbols is assigned to the upper subinterval in

JPEG-200Q If asymbol occupiesthe subinterval from 0.5to 1, abinary fradion, x, from the

range of 0.5to 1(0.5 < x <1) isaaeptable asa code stream. The decaer candeterminewhich

subinterval is pointed to by the code stream and hus decdle the wrresponding symbol. The
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processof subdivision of a subinterval into even smaller subintervalsis used to code a sequence
of symbols. The length of the subinterval is proportional to the probabil ity of the corresponding

sequence of symbols.

3.8.2Binary Arithmetic Coding

In binary arithmetic coding, only the symbol of 0 and 1 are usd. Therefore, a trandation
of a multi-symbol into a sequence of symbolsisrequired for JPEG-2000. The code strean that is
creaed by the mefficient bit modding (Sedion 3.7) for a code block isa multi-symbol that is
translated to a sequence of “decisions’ (D). The decisions (D) and the context labels (CX) are the
inpus for the arithmetic encaler to producethe compressed data. CX provide the probability
estimates for D during arithmetic ercoding and decmding. The binary fradion pointer, “code
string”, is chosen to point to the base (the lower bound) of the probabil ity subinterval.

When a current interval is partitioned into two subintervals, the subinterva for the*“more
probable symbol” (MPS is ordered above the subinterval for the “less probable symbol” (LPS).
When an MPSis coded, the corresponding LPSsubinterva is addel to the code string. An MPS
symbol can beO or 1. This is aso truefor an LPS When aD is decoded, the decoder subtracts
any subinterval that is added to the code string by the encoder.

Fixed precison integer aithmetic is used for the coding operations. The decimal of 0.75
isrepresented by a hexadecimd of 800Q For convenience, hexadecimd numbers have Ox as
their prefix throughout thisthesis. The initial probability interval, A, iskept in the range from
0.75t0 1.5 (0.75 < A < 1.5) by doubling it whenever it falls below 0x800Q The code string

register, C, isalso doubled whenever A isdoubled. This doubling process $ called
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“renormalization.” To avoid C register from overflowing, the high order bits of it isremoved
periodically and transferred to a buffer.

Keegping A between 0.75and 15 dlows an arithmetic approximation to be apdied to
interval subdivision. The probability estimate of an LPSis denoted by Qe. The acud
subintervals for an MPSand LPSare cdculatedasfollow:

A - (Qex A) = subinterval for an MPS
Qe x A = subinterval for an LPS
SinceA iscloseto 1 a al times, these subintervals can be approximated by
A - Qe =subinterva for an MPS
Qe =subintervd for an LPS
When an MPSis coded, Qeisadded to C and A isreduced to A — Qe. When an LPSis coded, C
kegos the same value and A is changed to Qe.

Due to the approximation mace above, an LPSsubinterval is sometimes longer than the
corresponding MPSsubinterval. If this occaurs, the two subintervals are exchanged. This
conditional exchange can only occur when a renormalization is needel.

When arenormalization occurs, the probabil ity estimate is updated for theootext label
currently being coded. No explicit counting of any symbol isrequired for this estimation. The
probability of renormali zation after coding an MPSor LPSprovides an approximate symbol

counting scheme, which is used to estimate the probabil ities of all symbols.

3.8.3 Arithmetic Encoder

The structures of the C and A registersare shown in Table 3.17.
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MSB LSB
Cregister | 0000cbbb | bbhbbsss | XXXX XXXX | XXXX XXXX
A register | 0000 0000] 0000 000D aaaa aaad aaaa aa

Table3.17 Structures of encoder registers

The length of A interval isrepresented by the “a” bits. The“x” bits ae thefraciona hitsin C.

The “s’ bits ae space hits, which provide constraint on carry over and reduce te probabil ity of

cary over propagation in the “b” bits. The “b” bits ae bits that are emoved to thebuffer

periodically. The “c” hit iscary hit.

The ENCODER in Figure 3.29initializes the arithmetic encoding by the INITENC

procedure. CX and D pairs are real asthe inputs to the ENCODE procedure until all pairs are

read. The FLUSH procedure outputs the last few bytes of compressed datathatare left in C and

terminates the arithmetic encoding.

<EN CODER}—)

INITENC >

Read CX, D

Y

ENCODE

\

Figure3.29 Encoder Structure

3.8.3.1 Encoding a Decision (ENCODE)

No @ Yes

1 Done )

A

FLUSH

The ENCODE procedure has two paths. One gathisfor D equd to O and the other one

isfor D equal to 1. Thena CODEO or CODEL1 procedueis followedrespectively (seeFigure

3.30).
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Yes
ENCODE CODEO

No
\ 4

Figure3.30 ENCODE procedure

3.8.3.2 EncodingaOor 1 (CODEOand CODE1)

For both CODEO and CODEL1 procedures geeFigures 331 and 332), the decision is
either an MPSor LPS. One of the two procedures, CODEMPSand CODELPS iscalled

appropriately for the decision.

CODEO CODEMPS
Yes

No

Y
CODELPS —)@

Figure3.31 CODEO pocedure

CODE1 CODEMPS
Yes

No

\ 4

Figure3.32 CODE1 pocedure

CX isthe context label that determines the index of probability estimate. The MPSvaue
isinitialized asin Table 3.14 and is switchedas explained in a laer part of this chapter.

MPYCX) iscalled the sense (0 or 1) of the MPSfor context label CX.
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3.8.3.3 Encoding an MPSor LPS (CODEMPS and CODELPS)

In the CODELPSprocedure (seeFigure 3.33), the interval A is usually reduced to

Qe(1(CX)), which isthe probabil ity estimate of the LPSthat is determined from the index |
stored for context label CX. However, we have to ched whether the subinterval of the MPS(A —
Qe(1(CX))) isadually larger than the subinterval of the LPS If it is not, a conditional exchange
is performed. A SWITCH(I(CX)) flag (seeTable 3.18) is set when Qe(I(CX)) is greatr than 0.5
because the LPSbemmesan MPS This flag switches the sense of the MPSfrom O to 1 or from
1to 0. A renormalization (RENORME) is always required in this procedure and the probabil ity
estimate is updated before the normalization. The next LPSindex (NLPS column in Table 3.18
shows the updated probability estimate index.

In the CODEMPSprocedure (seeFigure 3.34), the interval A is usually reduced to A -
Qe(1(CX)), the subinterval for MPSand Qe(l(CX)) isadded to C so that it pointsto the base of
the MPSsubinterval. However, if the subinterval of the LPS Qe(I(CX)), isadually larger than

the subinterval of the MPS a conditional exchange is performed. This conditional exchange

Yes
<CODELPS}—> A=A -Qe&I(CX)) | @ C=C+ Qe(I(CX))

No

A = Qe(I(CX)) |

Yes

< Done ><7 RENORME I(CX) = NLPS(I(CX) MPSCX) = 1— MPSCX)

\

Figure 3.33 CODELPS procedure
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cannot occur unlessarenormalizaion isrequired in this procedure. Therefore, the test for
renormali zation is performed before the test for conditional exchange is carried out. Asin the
CODELPSprocedure, the probability estimate is updeted before the normalization occurs. The

next MPSindex (NMPS column in Table 3.18 shows the updated probabil ity estimate index.

A=A —Qe(I(CX)) A AND 0x8000= 0?

No

C=C+ Qe(l(CX)) C=C+ Qe(l(CX))

Y
I(CX) = NMPS(I(CX) A = Qe(I(CX))

Y

RENORME —)@(

Figure3.34 CODEMPS procedure

3.8.3.4 Probability Estimation

Table 3.18 shows the Qe values in both hexadecimal integers and decima fracions.
To convert the hexadecimal integer to deamal fradion, the Qe values are multiplied by (34) *
0x800Q
Renormalizaion-driven estimation is applied to design Table 3.18. A form of
approximate counting before each renormali zation isthe basc principleof this process For
example, in Figure 3.35, four MPSs are coded and counted before an MPSrenormalization is

required. The counted synbols ae used to updatethe probability estimate. This estimate
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Index Qe Value NMPS NLPS SNVITCH
hexadecimal Decimal
0 0x5601 0.503 937 1 1 1
1 0x3401 0.304 715 2 6 0
2 0x1801 0.140 650 3 9 0
3 0x0AC1 0.063 012 4 12 0
4 0x0521 0.030 053 5 29 0
5 0x0221 0.012 474 38 33 0
6 0x5601 0.503 937 7 6 1
7 0x5401 0.492 218 8 14 0
8 0x4801 0.421 904 9 14 0
9 0x3801 0.328 153 10 14 0
10 0x3001 0.281 277 11 17 0
11 0x2401 0.210 964 12 18 0
12 0x1CO1 0.164 088 13 20 0
13 0x1601 0.128 931 29 21 0
14 0x5601 0.503 937 15 14 1
15 0x5401 0.492 218 16 14 0
16 0x5101 0.474 640 17 15 0
17 0x4801 0.421 904 18 16 0
18 0x3801 0.328 153 19 17 0
19 0x3401 0.304 715 20 18 0
20 0x3001 0.281 277 21 19 0
21 0x2801 0.234 401 22 19 0
22 0x2401 0.210 964 23 20 0
23 0x2201 0.199 245 24 21 0
24 0x1CO1 0.164 088 25 22 0
25 0x1801 0.140 650 26 23 0
26 0x1601 0.128 931 27 24 0
27 0x1401 0.117 212 28 25 0
28 0x1201 0.105 493 29 26 0
29 0x1101 0.099 634 30 27 0
30 0x0AC1 0.063 012 31 28 0
31 0x09C1 0.057 153 32 29 0
32 0x08A1 0.050 561 33 30 0
33 0x0521 0.030 053 34 31 0
34 0x0441 0.024 926 35 32 0
35 0x02Al 0.015 404 36 33 0
36 0x0221 0.012 474 37 34 0
37 0x0141 0.007 347 38 35 0
38 0x0111 0.006 249 39 36 0
39 0x0085 0.003 044 40 37 0
40 0x0049 0.001 671 41 38 0
41 0x0025 0.000 847 42 39 0
42 0x0015 0.000 481 43 40 0
43 0x0009 0.000 206 44 41 0
44 0x0005 0.000 114 45 42 0
45 0x0001 0.000 023 45 43 0
46 0x5601 0.503 937 46 46 0

Table3.18 Qe valuesand probability estimation process
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provides a bigger Qe value when an LPSrenormali zation occurs and a smaller Qe value when an
MPSrenormalizaion occurs. The estimation state nachine ends to gpproach he correct
probabilities[10]. If the Qe value istoo large, an MP Srenormalization is more probable than an

LPSrenormalizaion. Then, asmaller Qe value is provided after an MPSrenormalization. On the

15
MPSrenormalizaion
0.75 _|
<« Qe
0 Starting value of interval A

Figure3.35 Subdivision of the interval A for four MPS

other hand, if the Qe value istoo small, an LPSrenormalizaion is more probable than an MPS

renormalization. Therefore, alarger Qe value is provided after an LPSrenormalization.

3.8.3.5 Renormalization in the Encoder (RENORME)

Both renormalization proceduresin the encoder and decoder ae very similar. The man
difference between them isthat in the ertoder, it outputs the compressed dataandin the ceaoder,
it consumes compressed data. In the RENORME procedure(seeFigure 336), A and C registers

are shifted to the left one bit at atime. The counter CT counts thenumber of shifts that are
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RENORME

A=A<<1
C=Cx<<1
CT=CT-1

Yes

Figure3.36 RENORME procedure

A AND 0x8000= 0?

BYTEOUT

performed. If CT iscounted down to 0, abyte of high order bitsisremoved from C to buffer by

the BY TEOUT procedure. A renormalization isrequired until A isnot lessthan 0x800Q

3.8.3.6 Compressed Data Output (BY TEOUT)

The BY TEOUT procedure is shown in Figure 3.37. This procedure uses the

BYTEOUT

Yes

Yes
C<0x800000C

B=B+1

BP=BP+1
B=C>>20

CT=7

C = C AND OxFFHFFF

C = C AND Ox7FFFFFF

A

Bit-stuffing method

<>

No

Figure 3.37

BP=BP+1

B=C>>19
C = CAND Ox7FFFF
CT =8

BYTEOUT procedure
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“bit-stuffing” method to avoid any carry propagation into the completed bytes of compressed
data. The conventions tsed make sure that a cary can only propagatethrough he byte most
recantly written to the compresseddata buffer.

Many markers are used to signal the charaatristics of the final code stream and OxFF is
the first byte of every marker. Therefore, a bit-stuffing method is applied when the most recently
written byte is FF (B = OxFF where B is the byte pointed to by the compressed data kuffer
pointer BP) to avoid accidental credion of a marker. The bits of “cbbb bblb” in C are written to
the buffer when this bit stuffing method is applied.

If the carry bit“c” isnot set (C <0x8000000), the bits of “bbbb bblb” are written tothe
buffer. If “c” isset, alisaddel to themost recently written bytefor cary propagation. If the
sum is OxFF, the bit-stuffing method is also applied and only the bits “Obbb bblb” are written to

the buffer. Otherwise, the bits “bbkb bblb” are written to thebuffer.

3.8.3.7 Initialization of the Encoder (INITENC)

The INITENC procedure setsthe values of register A, register C, pointer BP, and

counter CT before ercoding the code strean (seeFigure 3.38). The counter CT is initialized to

A = 0x8000 Yes
INITENC C=0 | CT =13
BP=BPST - 1

CTr=12 No

Done

Figure3.38 INITENC procedure
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12 sincethe space bits, “sss’, should also be filled before a byte is removed from C. Pointer BP
is set to point to the byte preceading the position BPST where the first byte iswritten. Therefore,
if the preceding byte B is OxFF, aspuriousbitis stuffed aml a crresponding increment of CT is

nealed. Initializations of the MPSand | are mentioned in Sedion 3.7.4.

3.8.3.8 Termination of Encoding (FLUSH)

The FLUSH procedureisthe last step of the arithmetic encoding processand creaes
the terminating marker at the end of compresseddata. The terminating marke prefix, OxFF, is
guaranteed to overlap the final bits of compressed dai. Therefore, OXFF must be eal by the
arithmetic decoder and interpreted before the decoding is complete. The first step in the FLUSH

procedure (seeFigure 3.39) isSETBITS. It setsas many bitsin C register to 1 aspossble, as

FLUSH SETBITS » C=C<<CT >» |[BYTEOUT » C=C<<CT

. Yes Y
Discad B BYTEOUT

No
\ 4

Figure3.39 FLUSH procedure

shown in Figure 3.40. The exclusive upger bourd for the C register is the sum of C registerand
A register. The 16 least significant bits of C register are set to 1 and the result is compared to the
upper bound. If the resulted C register istoo large, it isreduced to avalue, which issmaller than
the upper bound. Then, two bytes of C register ae shifted and removed to thebuffer. If thelast

byte is OXFF, it is discarded.
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Yes
SETBITS TEMPC=C +A C > TEMPC? C = C— 0x8000
C = C OR OXFFFF

No \ 2

> Done )

Figure3.40 SETBITS procedure

3.8.4 Arithmetic Decoder

The inputs of the arithmetic decoder ae the compressed data, CD, and the mntext labels
CX, while the output isthe decision, D. The context labelsfor the excoder ard deaoder are the

same for ead given decision.

The structures of the C register and A register for the decoder are shown in Table 3.19.

MSB LSB
Chighregister | XXXXXXXX | XXXX XXXX

C low register bbb bbb | 0000 0000
A register aaaa aaaa aaaa aaga

Table3.19  Structures of decoder registers

The C register isdivided into the C low and C high registers. Each renormalization in the
C register shiftsabit from the MSB of the C low register to the LSB of the C high register. Only
the C high register is used during deading comparisans. A new byte d compressed data is
transferred to the C low register when it is empty. The A register has the same structure asin the
encoder conventions.

Thefirst step in the DECODER (seeFigure 3.41) isthe INITDEC procedure, which
initializes the decoding process Contexts, CX, are eadas the input for the DECODE procedure

until all of them have been real. The realing of compressed daf, CD, is embedde in the
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DECODE procedure. The DECODE procedure decodes the binary dedsion, D, which iseither O
orl.

DECODER INITDEC > Read CX DECODE ( RetunD )

\ A

No @ Yes

Figure3.41 DECODER structure

Y

3.8.4.1 Decoding a decison (DECODE)

The DECODE procedure decodes one decision at atime. After decoding a decision, it
subtrads any amount from CD that is added to the C register during encoding. The resulted CD
isthe off set from the base of the current intervd to the subinterval allocaed b the decis onsnot
yet deaoded. The C high register is compared to the length of the LPSsubinterval, Qe(1(CX)),

for thefirst part of the procedure (seeFigure 3.42). If C high issmaller, an LPSshould be

Yes

C high<Qe(I (CX))? LPS EXCHANGE

A=A —Qe(I(CX))

Chigh = Chigh - Qe(I(CX)) RENORMD

A AND 0x800G-0?

MPS EXCHANGE

RENORMD D = MPSCX) > ReturnD
L}

Figure3.42 DECODE procedure

84



deaded a most of the timesand the LPS EXCHANGE procedure isused. A renormali zation
must occur after the LPS EXCHANGE procedure. If C high is larger, an MPSis usually
deaded and C high isreduced by Qe(I(CX)). If A is larger than &800Q the MPYCX) is
deaded. On the other hand, if A issmaller than 0x800Q the procedure MPS EXCHANGE is

applied and arenormalization is required.

3.8.4.2 Checking for Conditional Exchange (MPS EXCHANGE and

LPS EXCHANGE)

A conditional exchange may ocaur when a renormalization isrequired. The
MPS EXCHANGE procedure chedks whethera conditional exchange is needed as shown in

Figure 3.43. If A (the MPSsubinterval) is larger than Qe(I(CX)), which isthe subinterval for the

Yes

@PS_EXCHANGE A < Qe(I(CX))? D =1- MPJCX)

No

D = MPSCX) o
I(CX) = NMPS(I(CX))

Yes

MPSCX) = 1— MPSCX)

Y

\ 4
@ I(CX) = NLP(I(CX))

Figure3.43 MPS EXCHANGE procedure
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LPS the deaded decison is MPSCX) as usual andtheindex for probability estimateof CX is
updated from the next MPSindex (NMPS column in Table 3.18. Otherwise, the conditional
exchange occurs and the deaoded decison isLPYCX) or 1 — MPYCX). The MPSsense is
switched when the SWITCH column hasa 1 for the index | stored for CX in Table 3.18. The
index for probability estimate of CX isupdated from the next LPSindex (NLPS columnin
Table 3.18. The probability estimates for the decoder is identica to that of the ercoder.

The LPS EXCHANGE procedure chedks whethera conditional exchange is needed as
shown in Figure 3.44. If A (the MPSsubinterval) is smaller than Qe(1(CX)), a conditional
exchange occurs. Then, A isset to the LPSsubinterval, Qe(I(CX)). The decded dedsion is
MPSCX) and the index for probability estimate of CX is updated from the next MPS index
(NMPS column in Table 3.18. Otherwise, the decoded decison isthe LPYCX) or 1 —
MPSCX). However, A isstill setto Qe(I(CX)). The MPSsense is switched when the SWITCH
column hasa 1 for the index | stored for CX in Table 3.18. The index for probability estimate of

CX isupdated from the next LPSindex (NLPS column in Table 3.18.

No

A = Qe (I(CX))

GPS_EXCHANGE
D = 1- MPYCX)

A < Qe(I(CX))?

Yes

A = Qe(I(CX))
D = MPSCX)
I(CX) = NMPS(I(CX))

No

Yes
MPSCX) = 1— MPSCX)

\ 4
\ 4
@ I(CX) = NLP(I(CX))

Figure3.44 LPS EXCHANGE procedure
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3.8.4.3 Renormalization in the Decoder (RENORMD)

The RENORMD procedure (seeFigure 3.45) uses the counter CT to determine
whether the C low register isempty. If it isempty, the BY TEIN procedure transfers a byte of
compressed dai  the C low register. The A, C high and C low registers are shifted one bit at a

time until A islarger than 0x800Q

No v
A=A<<1
RENORMD BYTEIN| F>{c=ce<1
CT=CT-1

A AND 0x8000= 0?

Yes

Figure3.45 RENORMD procedure

3.8.4.4 Compressed Data Input (BY TEIN)

The BYTEIN procedure reals a byte of compressed data,as shown in Figure 3.46.
Any compensation for the bit-stuffing method is performed. The terminating marker isalso
recognized in this procedure wherever the ertoder is terminaied. The C register in Figure 346is
the concatertion of the C high and C low registers. B is the byte pointed by thecompressed daa
buffer pointer BP. B usually isnot OxFF. In that case, BP isincremented by one anda new byte
of compressed data is delivered to the high order 8 bits of the C low register. If B isequal to
OXFF, it determines whether it isa marker prefix. If B1 (the byte pointed to by BP + 1) is larger

than 8F, it must be the terminating marker code.
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BP=BP+1
BYTEIN C=C+(B<<9)
CT=8
Y
B1 > Ox8F? C=C+ OxFFOO
CT=8
No
\ 4
BP=BP+1
C=C+(B<<9) | Done
CT=7

Figure3.46 BYTEIN procedure

Then, it isappropriately interpreted and terminates the compresseddata. OXFF is added tothe C
register and the counter CT is set to 8 asthe last step of the deading process If Blisnota
marker code, BP is incremented to point to the next byte, which contains the stuffed bit. B is
shifted one more bit and is added to the C register. Therefore, the stuffed hit isadded to the low

order bit of the C high register.

3.8.4.5 Initialization of the Decoder (INITDEC)

The INITDEC procedure starts the whole arithmetic decoding process

C=C<<7
( INITDEC }—>» BP=BPSI BYTEIN CT=CT_7
C=B<<16

A =0x8000

Y
Y

Figure3.47 INITDEC procedure

BP isset to BPST to point to the first compressed byte. Thisbyte is inserted to the low order byte

of the C high register. Another byte isread into the high order byte of the C low register by the
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BYTEIN procedure. The C register isthen shifted by 7 bitsandthe counter CT isreduce by 7.

The A register isinitialized to 0x8000as in the encoder. (seeFigure 3.47)

3.9 Coding Imageswith Region of Interest

A Region Of Interest (ROI) isapart of an image that is coded ealier than the rest of the

image (background) with better quality. The method that is used is Maxshift method.

3.9.1 Maxshift Method

3.9.1.1 Encoding

The ertoding processwith ROI is d most the same asthat without ROI. An ROl mask
is formed to indicae which quantized coefficients are within the ROI during the encoding
processso that they can be encodad with better quality. The ROI mask isa binary bit map
describing these coefficients. (see &ction 3.92) The oefficientsof the badground (outside of
the ROI mask) are scaled down so that the bits corresponding to the ROI coefficients ae placed
in higher bit-planes than all the bits for the badground coefficients. When the entropy coder
encodes the cafficients, the bit-planesfor the ROI coefficients ae coded before the lower bit-
planes for the badkground coefficients are coded. The scaling value, s, must be chosen so that
even the smallest non-zero ROI coefficient is larger than the largest badground coefficient. The
basic steps of the Maxshift method for the ercoding partare:

(1) Create the ROI mask, M(Xx,y);
(2) Determine the scaling value, s,

(3) Scale down the background coefficients:by 2
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(4) Store the value s into the code stream.
The number of bit-planesto be coded is increased by s. All the @efficients are entropy coded as
usual after these basic steps.
The sufficiently large scding value, s, is chosen acarding to the following equation:
s=>max (My)
where max(My) isthe maximum M, over all sub-bands for all the badkground coefficients in any
code block in the current component and My, isthe maximum number of encodedt{planes for

the sub-band b.

3.9.1.2 Decoding

After entropy deaoding, the cafficients aecompared to the threshold value 2°. If the
coefficient is smaller than 2°, then it is a background coefficient and it isscded up by2°.
Otherwise, it belongsto the ROI. The following steps summarize the Maxshift method for the
deaoding part.

(1) Redd the scaling value s,

(2) Compare all coefficientsto 2° and scale up the coefficients that are below 2°.

3.9.2 Creation of ROl Mask

For simplicity, let us consider a single componentimage. The ROl mask, M(x,y), isa bit-
plane that indicatesthe caefficientsthat are rede for the ROI with a 1and the oefficientsthat

are not nealed for the ROI with a0 asin the following equation:

M (x,y) = I Wavelet coefficient (x.y) is needed for ROI
[0 Wavelet coefficient (x,y) is not needed for ROI.

90



After each level of the wavelet decomposition, the LL sub-band of the mask is updated
row by row and then column by column. The mask indicates which coefficients are required in
order to reproducethe coefficients of the previous level mask through the inverse wavelet

transformation. Similar processis done for the LH, HL, and HH sub-bands.

3.10 Rate Distortion Optimization

Given atarget bit rate such asthe number of bits per pixel, distortion must be minimized

to give the kest qudity for the leconstructed image.

3.10.1 Distortion

Digtortion is the diff erence between the original image and the reconstructed image.
Many methods can be used to measure distortion. The mean squared error isthe most popuar

one. For acode block B;, the mean squared error, D, is calculated by thefollowing equation:

D = ;(Sli[k]_ﬁ[k])z ,

where k isthe index for the pixels in the codeblock B;. s[K] and s'i[K] are the original pixel value

and the reconstructed pixd value at index k in the code block B;.

3.10.2 Rate Distortion Optimization for Code Block

Let Rmax be the constrained number of bits specified to gore animage. Every imageis

divided into code blocks. Let {Bi}i -1, 2 .. .denotethe set of code blocks that represents the whole
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image and each code block B; has alength of R;. Therefore, Rmax has the following relationship

with R;:

I:amaXZZRi

Let D; be the distortion incurred from R; and assume that D can be additive [2]]. We want to

minimize the total distortion D, which isthe sum of D; for ead code block B;:
D=3% D

For aspedfic codeblock B;, the code strean for it can ke truncaed b a €t of discrete
lengths Ri*, R? R?,.... These R" are obtained from inclusions of different number of the bit-
plane coding passs (Sedion 3.7.3). Let thedistortion resulted for these truncated lengthsbe D,
D D,.... R"and D;" are calculatedand temporarily stored with the compressed bit stream
during the ercoding process
The final bit stream consists of a number of “layers.” Ead layer contains the additional
contributions (maybe empty for some codeblocks) from each codeblock, as shown in Figure
3.48, so one more layer isastep of improvement in terms of overall image quality. Only 8 code
blocksand 3 layers are shown in Figure 3.48 for smplicity. The truncation points of the code
block bit streams for ead layer are optimal in the rate-distortion sense. It meansthat the final bit
stream israte-distortion optimal by discarding awhole number of least important layers. If a
layer is partiall y discarded, optimum rate-distortion result is not guaranteed. However, a small
departure from the rate-distortion optimal case can be obtained if the number of layers islarge.

After the whole image is compressed, a post-processing operation examines each

compressed code block and decides which truncation point, R", should be chosen for eat code
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Figure3.48 Code block hit streamsin quality layers

block B; in order to satisfy the length constraint with the minimum distortion. The

problem to be solved isto minimize

S (R'+D))

where A can be interpreted as a quality parameter as explained later.

In turn, we can minimize

R +AD]

for eadh individual code block. A simple algorithm to find the optimal n for agiven A is provided

as follow:

Set n =0 (i.e. no information is included)

Fork=1,23, ...

Set AR¥=R¥-R"and AD¥ = D"- D

If AD JARK >\, thensat n=Kk,
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where n is set to the largest k that satisfies AD;* /AR* > A™. A must be adjusted until the sum of
Riisequal to Rmax (Or very close but smaller than Rynax). A can be interpreted as a quality
parameter, since a larger value of A means a less sevee truncation of the bit stream.\™ can be
identified as arate-distortion slope threshold. Therefore, different values of A can be set for

different layers.

3.11 Decoding

The deaoding procedures perform only the inverse functions of the encoder. They consist
of the arithmetic decoding, inverse of coefficientbit modeling, degquantization, inverse wavelet

transformation, inverse DC level shifting, and inverse component transformation.
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Chapter 4

Experimental Results

4.1 JPEG Compression

For the JPEG compresson part, the IrfanView version 3.33 program, which isa pgular
image viewer and converter for many graphic file formats, is used to convert the original image
filesinto the compressd JPEG files and convert the compressed JPEG filesbad intothe
reconstructed image files. The IrfanView program can be downloaded from
http://www.ryansimmons.com/users/irfanview/engli sh.htm. The approximate va ues of hits per
pixel (bpp) for the compressed JPEG files can e controlled by a “slider control.” The qudity

level in the “slider control” ranges from 1 (worst quality) to 100 (best quality).

4.2 JPEG-2000 Compression

For the JPEG-2000compression part, the J2000version 3.2.2 program is chosen to
encode the original image files into the compressed J2K files and decale the compressed JXK
files badk into the reconstructed image files. The J2000program is one of the two reference
softwares in the JPEG-2000standard. It is implemented by the Javaprogramminglanguage. It
can be downloaded from [22] solely for reseath purposes. Thevaues of bppfor the compresed
J2K files can be specified in the command line. The cetailed nformation of the J2000 pragram

can be obtained from [22].
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The default settings of the J2000program are adopted for the experiment except tle
bitrates in bpp. Some of the important default feaures are: onetile for the whole image (no
tiling), five levels of the wavelet decomposition, adoption of the 9-tap/7-tap wavelet
transformation for better performance for visually losslesscompresson and the irreversible
component transformation. A complete listing of the default settings can be found from the

downloaded files.

4.3 Compressing and Decompressing of Test | mages

Three“standard” single-companent test images (Lena, Baboon ad Pepgers and a color
Lenaimage ae chosen for the experiments. They are stored eithe in the Portable GrayMap file
format (PGM) for the single-component images or in the Portable PixMap file format (PPM) for
the color image. All testimages have dimensons of 512 x512 The PGM and PPM file formats
aretwo of the threefile formats (the third one is PGX for the grayscae image with arbitrary bit-
depth) that are accepted by the J2000program. For the experiments, they are compressed n
both the JPEG and JPEG-2000formats. The specified numbers of (bpp) are 0.0625 0.1, 0.125
0.25, 0.5, 1.0, and 20for both standards and the correspondng file szesin bytes are 2048 3277,
4096 812, 16384, 3276, and 65536 It theexact valuesof bytes used areshown in Tables 4.1
and 4.2. Asone can seefrom Tables 41 and 42, the acdual file sizes for the four JPEG images
for the bitrate of 0.0625are not shown. It is because they are much larger than the specified 2048
bytes even the worst quality level of 1 in the slider control is applied when the images are saved
in the JPEG file format. Thisisacommon belaviour for many other image converter programs
sinceany normd photographic images ae totaly distorted for the bitrate of 0.0625in the JPEG

file format. Therefore, the bitrate of 0.0625is not for practical applicaion. On the other hand,
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Specified Specified Actual File Size
Bit Rate File Size Lena Baboon Peppers
(bpp) (bytes) JPEG JPEG JPEG JPEG JPEG JPEG
2000 2000 2000
0.0625 2048 -- 2036 -- 2018 -- 2036
0.1 3277 3521 3259 3280 3204 3313 3194
0.125 4096 4029 4071 3868 4057 3891 4086
0.25 8192 8059 8172 8178 8109 8272 8178
0.5 16384 16297 16229 15843 16214 16333 16357
1.0 32768 32144 32523 32792 32747 32561 32574
2.0 65536 67073 65428 64866 65496 65695 65133

Table4.1 Theactual file sizes of the single-component compressed images

this problem does not appea in JPEG-200Q

Specified Specified Actual File Size
Bit Rate File Size Lena
(bpp) (bytes) JPEG JPEG-2000
0.0625 2048 -- 2050
0.1 3277 3257 3265
0.125 4096 3796 4098
0.25 8192 8121 8045
0.5 16384 16373 16350
1.0 32768 33137 32759
2.0 65536 67934 65252
Table4.2 Theactual file sizes of theotor compressed images

For the deaoding part, al the compressed files are mnverted badk into the FGM and PRV

filesusing the InfanView and JJ2000programs. All the original and reconstructed images with

bitrates of 0.1 and 0125 are shown in Figures 4.1, 4.2, 43, and 44. Thesetwo bitrates are

chosen sincethey provide largest difference in quality between the JPEG and JPEG-2000

standards.
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