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Abstract

The performance of Reed-Solomon codes over two classes of binary channels with memory,

the queue-based channel (QBC) and the Gilbert-Elliott channel (GEC) is analyzed under the

assumption of bounded distance decoding. In particular, we examine two interleaving strate-

gies encountered when dealing with non-binary codes over a binary channel; namely, symbol

interleaving and bit interleaving. An analytical proof is given demonstrating that perfect (i.e.,

with infinite interleaving depth) symbol interleaving results in a better performance compared

to perfect bit interleaving for any non-binary block code over either the QBC or the GEC with

positive noise correlation coefficient. Next, the effect of imperfect interleaving on the code per-

formance is examined. An enumerative approach is applied to derive some useful analytical

expressions pertaining to the calculation of the probability of codeword error (PCE) for the

simplest scenario of the QBC which is the additive first-order Markov noise channel. Numerical

results for PCE are provided for more general QBC models and the GEC. The performance

of imperfect interleaved binary codes with imperfect interleaved non-binary codes is compared

and the choice of the interleaving depth to achieve a required performance is discussed for

different values of the channel parameters.

Index Terms: Interleaving, Gilbert-Elliott channel, Markov noise channel, queue-based channel,

probability of codeword error, Reed-Solomon codes.
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1 Introduction

Burst-error correcting codes are of prime theoretical and practical interest due to the bursty nature

of real-world wireless digital communication channels. An important class of non-binary burst-

error correcting codes used widely in data transmission and storage systems is the family of Reed-

Solomon (RS) codes (e.g., [1,2]). A commonly used strategy to enhance the overall burst-correcting

capability of a code is to incorporate block interleaving into the communication system. When non-

binary codes are sent over a stationary binary additive noise channel with memory, two interleaving

strategies are worth considering: interleaving the code (or channel) bits which reduces the channel

to the memoryless binary symmetric channel (BSC) (under perfect or infinite interleaving depth) [3]

and interleaving the code symbols.

The performance of non-interleaved RS codes on correlated fading channels is analyzed in [4–7]

using a two-step procedure. First, a channel model is introduced for the generation of the bit

or symbol error process, and then a formula for the probability of codeword error (PCE) under

bounded distance decoding is derived for the proposed model. In [4], the channel is modeled via

the Gilbert-Elliott channel (GEC) [3] whose parameters are calculated using a simple threshold

model. An approximation to the PCE is derived under the assumption that the channel state

does not change during each symbol transmission. In [5], level crossing statistics are applied to

characterize the fading arrival process and the fading durations, and the PCE is expressed in terms

of the probability distribution of the fading durations. In [6], the bit error process resulting from

the hard-decision demodulation of binary frequency-shift keying modulated signals over correlated

Rician fading channels is modeled via a Fritchman channel. Furthermore, an analytical method

based on the generating series approach for calculating the PCE of RS codes over finite state

channels is presented. In [7], an L-state Markov chain is proposed to characterize the correlation of

symbol errors. Imperfect (finite-length) symbol interleaving is also considered in [5, 6].

This work is concerned about the performance of RS codes (under bounded-distance decoding)

over two classes of finite state channels: the GEC (which has been widely shown to be a good model

for flat fading channels [8,9]) and the queue-based channel (QBC). The QBC was recently introduced

in [10] to model an Mth-order additive Markov noise channel using a finite queue. The QBC has

the distinguished feature of having only four parameters (like the GEC), while allowing its memory

order to be arbitrarily large. It also offers (unlike the GEC) closed form expressions for the block

transition probability, capacity and autocorrelation function [10]. Furthermore, it has been shown

that the QBC can accurately approximate the GEC [10] as well as a hard-decision demodulated

Rician flat-fading channel [11,12]. We first prove analytically that under bounded-distance decoding,

perfect symbol interleaving results in lower PCE compared to perfect bit interleaving for any non-

binary block code over either the QBC or the GEC with positive noise correlation coefficient. A
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numerical study of the superiority of symbol-interleaved RS codes is given in [13] for the case of slow

fading channels, but there is no analytical proof of this result. Interestingly, we note an opposite

behavior for first-order Markov noise channels when the noise correlation coefficient is negative

(this channel is a special instance of the GEC); in this case, we show that bit-interleaved non-

binary codes outperform symbol-interleaved ones. Next, we examine the effect of imperfect (i.e.,

with finite interleaving depth) symbol interleaving on the performance of RS codes over the QBC

and the GEC. Using the generating series approach of [6] we derive a useful analytical expression for

the probability of m symbol errors in a block of n symbols, P (m, n), for imperfect symbol-interleaved

non-binary codes for the QBC with memory M = 1, i.e., for the additive first-order Markov noise

channel with non-negative noise correlation coefficient. This simple (memory-one) model has been

used to characterize correlated fading channels at the packet level [14,15]. A simpler recursion than

the one derived in [16] for binary codes is obtained. Finally, we provide PCE numerical results

when imperfect symbol-interleaved RS codes are sent over either the QBC with M > 1 or the GEC.

We compare different coding schemes under the same interleaving memory requirement and discuss

the choice of the interleaving depth to achieve a required performance.

The rest of this paper is organized into four sections. Preliminaries on the channel models are

provided in Section 2. Section 3 compares the performance of non-binary codes under perfect bit

and perfect symbol interleaving when transmitted over either the QBC or the GEC. The coding

performance under imperfect interleaving is analyzed in Section 4. Conclusions are presented in

Section 5.

2 System Description

We consider a coded communication system where non-binary transmitted symbols, assuming values

from the Galois field GF(2b), are mapped one-to-one to a binary b-tuple and are transmitted across

a binary channel. The kth received binary symbol Yk is described by Yk = Xk ⊕ Zk, k = 1, 2, · · · ,

where ⊕ denotes addition modulo-2, Xk ∈ {0, 1} is the kth transmitted symbol and Zk ∈ {0, 1} is

the kth channel noise symbol. We assume that the noise process is stationary and is independent

of the transmitted symbols. Two channel models considered in this work are described as follows.

2.1 Queue-Based Channel

The queue-based channel (QBC) uses a simple approach to model an Mth-order Markov noise

process via a finite queue [10]. At the kth time, the channel generates a noise output Zk that depends

on four parameters: The size of the queue, M , the channel bit error rate (BER), p = Pr(Zk = 1),
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and correlation parameters ε and α, where 0 ≤ ε < 1, α ≥ 0. The channel state process {Sk}
∞

k=−∞
,

where Sk , (Zk, Zk−1, · · · , Zk−M+1) is a homogeneous first-order Markov process with an alphabet

of size 2M . The (i, j)th entry of the state transition probability matrix, denoted by P = [pij], where

pij denotes the conditional probability that Sk = j given that Sk−1 = i, is given by

pij =











































(

M − ω
(M)
i − 1 + α

)

ε
M−1+α

+ (1 − ε)(1 − p), if j = i
2
, and i is even

(

M − ω
(M)
i

)

ε
M−1+α

+ (1 − ε)(1 − p), if j = ⌊ i
2
⌋, and i is odd

ω
(M)
i

ε
M−1+α

+ (1 − ε)p, if j = i+2M

2
, and i is even

(

ω
(M)
i − 1 + α

)

ε
M−1+α

+ (1 − ε)p, if j = ⌊ i+2M

2
⌋, and i is odd

0, otherwise

(1)

where i, j = 0, 1, · · · , 2M − 1 and ω
(M)
i is the number of “ones” in the M-bit binary representation

of the decimal integer i. The ith component of the state stationary distribution column vector

Π = [πi] is given by [10]

πi =

∏M−1−ω
(M)
i

j=0

[

j ε
M−1+α

+ (1 − ε)(1 − p)
]
∏ω

(M)
i

−1
j=0

[

j ε
M−1+α

+ (1 − ε)p
]

∏M−1
j=0

[

1 − (α + j) ε
M−1+α

] . (2)

We define two 2M × 2M matrices P(0) and P(1), P(0) + P(1) = P, where the (i, j)th entry of the

matrix P(z), z ∈ {0, 1} is Pr(Zk = z, Sk = j | Sk−1 = i). For the QBC, the first 2M−1 columns of

P(0) are exactly the same as those of P, while the remaining 2M−1 columns are zeros. Similarly, the

first 2M−1 columns of P(1) are all zeros, while the remaining 2M−1 columns are exactly the same as

those of P.

The QBC allows simple closed-form expressions for several statistics. In particular, the channel

noise block probability Pr(Y n = yn|Xn = xn) = Pr(Zn = zn) is expressed as [10]

• For blocklength n ≤ M ,

Pr(Zn = zn) =

∏n−dn
1−1

j=0

[

j ε
M−1+α

+ (1 − ε)(1 − p)
]
∏dn

1−1
j=0

[

j ε
M−1+α

+ (1 − ε)p
]

∏M−1
j=M−n

[

1 − (α + j) ε
M−1+α

] (3)

where db
a = zb + zb−1 + · · ·+ za (db

a = 0 if a > b), and
∏a

j=0(·) , 1 if a < 0.

• For blocklength n ≥ M + 1,

Pr(Zn = zn) = L(M)
n
∏

i=M+1

[

(

di−1
i−M+1 + αzi−M

) ε

M − 1 + α
+ (1 − ε)p

]zi

{

[(

M − 1 − di−1
i−M+1

)

+ α(1 − zi−M)
] ε

M − 1 + α
+ (1 − ε)(1 − p)

}1−zi

(4)
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where

L(M) =

∏M−1−dM
1

j=0

[

j ε
M−1+α

+ (1 − ε)(1 − p)
]
∏dM

1 −1
j=0

[

j ε
M−1+α

+ (1 − ε)p
]

∏M−1
j=0

[

1 − (α + j) ε
M−1+α

] .

The noise correlation coefficient, Cor, for the QBC is a non-negative quantity given by

Cor =
ε

M−1+α

1 − (M − 2 + α) ε
M−1+α

. (5)

A special case of the QBC is the binary additive Markov noise channel (BAMNC) with non-negative

correlation coefficient. In this case, the BAMNC is equivalent to the QBC with M = α = 1 and

correlation coefficient ε. As a result, the BAMNC is a two-state first-order Markov noise channel

with stationary distribution vector Π = [1 − p, p]T (the superscript [·]T indicates the transpose of

a matrix) and transition probability matrix P = P(0) + P(1) where

P(0) =

[

ε + (1 − ε)(1 − p) 0

(1 − ε)(1 − p) 0

]

(6)

P(1) =

[

0 (1 − ε)p

0 ε + (1 − ε)p

]

. (7)

When ε = 0 (Cor = 0), the noise process becomes independent and identically distributed and the

resulting model reduces to the memoryless BSC with crossover probability p.

2.2 Gilbert-Elliott Channel

The Gilbert-Elliott channel (GEC) is driven by an underlying stationary ergodic two-state Markov

chain composed of state 0, which produces errors with probability pG, and state 1, where errors

occur with probability pB, where pG < pB. The transition probabilities of the Markov chain are

p01 = Q and p10 = q, where 0 < Q < 1 and 0 < q < 1. Mushkin and Bar-David [3] defined the

“memory” of the Gilbert-Elliott channel as µ = 1 − q − Q. If µ > 0 the channel has persistent

memory, or if µ < 0 the channel has oscillatory memory [3]. When µ = 0 the model reduces to the

memoryless BSC. The state stationary distribution vector Π , and the matrices P(0) and P(1) are

given by

Π =

[

π0

π1

]

=

[

q

q+Q
Q

q+Q

]

=

[

ρ

1+ρ

1
1+ρ

]

(8)

P(0) =

[

(1 − Q) (1 − pG) Q (1 − pB)

q (1 − pG) (1 − q) (1 − pB)

]

(9)
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P(1) =

[

(1 − Q) pG Q pB

q pG (1 − q) pB

]

(10)

respectively, where ρ = q/Q. The channel noise block probability can be expressed in matrix form

as

Pr(Zn = zn) = ΠT

(

n
∏

k=1

P(zk)

)

1 (11)

where 1 is a column vector of ones of length 2.

Example 1 The probability of a correct transmission, p0 , Pr(Zk = 0), and the probability of two

consecutive zeros, p00 , Pr(Zk = 0, Zk+1 = 0) for the GEC are given by

p0 = 1 − BER = π0(1 − pG) + π1(1 − pB) (12)

p00 = π0(1 − Q)(1 − pG)2 + 2π0Q(1 − pG)(1 − pB) + π1(1 − q)(1 − pB)2. (13)

The noise correlation coefficient for the GEC is expressed as

Cor =
µ(BER − pG)(pB − BER)

BER(1 − BER)
=

µ(pB − pG)2ρ

(ρ pG + pB) (1 + ρ(1 − pG) − pB)
. (14)

The BAMNC can be obtained from the GEC by setting pG = 0 and pB = 1. In this work, we only

consider a GEC with µ ≥ 0 (or Cor ≥ 0) due to its relevance in modeling fading channels. 1

3 Comparison Between Perfect Bit and Perfect Symbol In-

terleaving under Non-binary Coding

The objective of this section is to analytically compare the performance of non-binary codes under

both perfect symbol interleaving and perfect bit interleaving when transmitted over either the QBC

or the GEC.

Let C be any non-binary linear block code over the Galois field GF(2b) with length n and error

correction capability t (e.g., a Reed-Solomon code). A transmitted symbol is received correctly if

1We modeled a discrete channel that employs a binary frequency-shift keying modulation, a Rician fading channel

with Clarke’s autocorrelation function, and a hard quantized non-coherent demodulation using the GEC (as in [12]).

For the range of fading parameters that yields a GEC with negative memory, we observed no significant gain in

capacity of the GEC over the BSC. For example, for a discrete channel with signal-to-noise ratio 8 dB, normalized

Doppler frequency (fDT ) 0.6 dB and Rician factor 3 dB, we obtained a GEC with parameters pG = 0.017, pB = 0.17,

q = 0.813, Q = 0.695. The resulting BER = 0.0875, µ = −0.508 and the capacity of the BSC and GEC is, respectively,

0.572 and 0.573. For the case of Rayleigh fading, the correlation coefficient of this discrete channel is always non-

negative.
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the noise corrupting it is a sequence of zeros of length b, denoted as 0b. Otherwise, the transmitted

symbol is received incorrectly and a symbol error occurs. Let the probability that the channel

produces the b-tuple all zeros be denoted by F (b) = Pr(Zb = 0b). Then the probability of correct

decoding under bounded distance decoding, denoted Pc, for the perfect symbol-interleaved system

is given by

Pc =

t
∑

i=0

(

n

i

)

(1 − F (b))i(F (b))n−i. (15)

On the other hand, for the perfect bit-interleaved non-binary code, denote the probability of correct b

transmissions by G(b) , Pr(Z = 0)b. Hence the probability of correct decoding for this interleaving

scheme is given by (15) with replacing F (b) by G(b). The performance comparison carried out in

this section is done in terms of Pc, or equivalently, in terms of PCE = 1 − Pc.

Lemma 1 If F (b) > G(b), then perfect symbol interleaving outperforms perfect bit interleaving for

the transmission of C under bounded distance decoding.

Proof: Define the functions f(x) and g(x) for x ∈ [0, n] as follows

f(x) = (1 − F (b))x(F (b))n−x

g(x) = (1 − G(b))x(G(b))n−x.

If F (b) > G(b), then f(0) > g(0) and f(n) < g(n) and hence f(x) and g(x) have at least one

point of intersection. However, ln(f(x)) and ln(g(x)) are both linear functions in x, which means

that they have at most one point of intersection. Therefore, f(x) and g(x) have a unique point

of intersection obtained by solving the equation f(x) = g(x). In particular, letting this point of

intersection be x0, we obtain that

x0 = n
ln(G(b)/F (b))

ln((1 − F (b))/F (b)) + ln(G(b)/(1 − G(b)))
.

Furthermore, f(x) > g(x) if x < x0 and f(x) < g(x) otherwise. Since t is an integer between 0 and

n, we first assume that t ≤ x0. Thus

t
∑

i=0

(

n

i

)

(1 − F (b))i(F (b))n−i >
t
∑

i=0

(

n

i

)

(1 − G(b))i(G(b))n−i. (16)

In other words, the probability of correct decoding for the symbol-interleaved system is greater than

the probability of correct decoding for the bit-interleaved one. Now assume that t > x0; then

n
∑

i=t+1

(

n

i

)

(1 − F (b))i(F (b))n−i <

n
∑

i=t+1

(

n

i

)

(1 − G(b))i(G(b))n−i. (17)
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The relation (17) states that symbol interleaving achieves a lower PCE compared to bit interleaving.

�

In light of Lemma 1, we next show that perfect symbol interleaving is always better compared to

perfect bit interleaving when the non-binary code is transmitted over either the QBC or the GEC

with positive memory.

Proposition 1 Under bounded distance decoding, perfect symbol interleaving outperforms perfect

bit interleaving when non-binary codes over GF(2b) are transmitted over the QBC, for ε > 0 and

p > 0.

Proof: From Lemma 1, it is enough to show that F (b) > G(b) for the QBC. For this channel,

G(b) = (1 − p)b and for b ≤ M we express F (b) using (3) as

F (b) =
b−1
∏

j=0

j ε
M−1+α

+ (1 − ε)(1 − p)

1 − (α + M − 1 − j) ε
M−1+α

. (18)

For each j > 0 we notice that for p > 0,

j ε
M−1+α

+ (1 − ε)(1 − p)

1 − (α + M − 1 − j) ε
M−1+α

> (1 − p). (19)

Because b > 1 (for non-binary codes), we get

b−1
∏

j=0

j ε
M−1+α

+ (1 − ε)(1 − p)

1 − (α + M − 1 − j) ε
M−1+α

> (1 − p)b (20)

which implies that F (b) > G(b). When b > M , F (b) is expressed using (4) as

F (b) =

M−1
∏

j=0

j ε
M−1+α

+ (1 − ε)(1 − p)

1 − (α + M − 1 − j) ε
M−1+α

(ε + (1 − ε)(1 − p))b−M . (21)

We already remarked that
j ε

M−1+α
+(1−ε)(1−p)

1−(α+M−1−j) ε

M−1+α

> (1 − p) for j > 0. We also note that

ε + (1 − ε)(1 − p) = (1 − p) + εp ≥ (1 − p)

with equality if and only if either p = 0 or ε = 0. Therefore, we combine the above two inequalities

to get that

(

M−1
∏

j=0

j ε
M−1+α

+ (1 − ε)(1 − p)

1 − (α + M − 1 − j) ε
M−1+α

(ε + (1 − ε)(1 − p))b−M

)

> (1 − p)M(1 − p)b−M = (1 − p)b.
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Therefore F (b) > G(b) (the inequality is strict because we assume that both p and ε 6= 0). �

We now consider the GEC model. In this case, G(b) = (1 − p0)
b, where an expression for p0 is

given in Example 1. We do not derive an explicit expression for F (b). Alternatively, we define the

generating series for F (b) as

F (z) ,

∞
∑

b=0

F (b)zb. (22)

It follows from (11) that F (b) = Π TPb(0)1. Then [17]

F (z) = Π T (I− P(0)z)−11 (23)

where I is the identity matrix. For the GEC, F (z) in (23) becomes

F (z) =
1 + a1z

1 + b1z + b2z2
(24)

where

a1 = −µ [π1(1 − pG) + π0(1 − pB)] (25)

b1 = −[(1 − µ)p0 + µ(2 − pG − pB)] (26)

b2 = µ (1 − pG)(1 − pB). (27)

The following recursion formula is derived directly from (24)

F (b) = −b1F (b − 1) − b2F (b − 2) (28)

for b ≥ 2, with initial conditions F (0) = 1 and F (1) = p0. The condition stated in Lemma 1 for

the GEC follows from the next lemma.

Lemma 2 The following relation is satisfied for the GEC with µ > 0

F (b)

F (b − 1)
> p0, for b ≥ 2. (29)

Proof: The proof is by induction on b. For b = 2, the expressions in Example 1 yield

F (2)

F (1)
=

p00

p0
= −b1 −

b2

p0
= p0 + µ

π0π1(pB − pG)2

p0
> p0 (30)

since µ > 0. Next assume that the statement (29) is true for a fixed b ≥ 2. It follows from (28) that

F (b + 1) = −b1F (b) − b2F (b − 1) (31)
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or
F (b + 1)

F (b)
= −b1 − b2

F (b − 1)

F (b)
. (32)

We conclude from the inductive hypothesis that F (b − 1)/F (b) < 1/p0, and since b2 > 0 for µ > 0,

we obtain that
F (b + 1)

F (b)
> −b1 −

b2

p0

=
F (2)

F (1)
> p0. (33)

�

By using (29) repeatedly for increasing values of b, we obtain a chain of inequalities of the form

F (b) > F (b − x)px
0 . In particular, when x = b, F (b) > G(b). Thus, we have proved the following

proposition.

Proposition 2 Perfect symbol interleaved transmission of C performs better than the bit interleaved

one over the GEC with µ > 0, assuming bounded distance decoding.

We next observe that for some classes of models with negative noise correlation coefficient,

perfect bit interleaving is surprisingly better than perfect symbol interleaving, but we stress that

this is not a general trend. 2

Remark 1 Note that in Proposition 1, if F (b) < G(b), then we get the opposite result compared to

the positive noise correlation case; i.e., perfect bit interleaving outperforms perfect symbol interleav-

ing. For the BAMNC, F (b) and G(b) are given by

F (b) =
[

(1 − p)(ε + (1 − ε)(1 − p))b−1
]

G(b) =
[

(1 − p)b
]

.

Note that when ε < 0, then F (b) < G(b).

Given a particular non-binary linear code, we next examine the effect of imperfect (symbol or

bit) interleaving on the performance of this code over a binary additive-noise channel with memory

defined in terms of the matrices P(0) and P(1). In this scenario, the symbols within a codeword are

corrupted by correlated channel noise symbols and (15) cannot be used in the performance analysis.

In the next section, we consider an analytical method based on generating series that expresses the

probability of the number of error symbols produced by the interleaved channel in terms of the

coefficients in a formal power series [6]. Recursion formulas are derived for the BAMNC to simplify

the analysis and numerical results are provided for the QBC (with M ≥ 1) and GEC.

2For example, we can find the parameters of a simplified Fritchman channel [18] with negative noise correlation

coefficient with 2 good states and 1 bad state such that F (2) > G(2) but F (3) < G(3). Thus, for this channel,

neither perfect symbol interleaving nor perfect bit interleaving is always better, since this comparison depends on

the code’s field size 2b.
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4 Performance Evaluation under Imperfect Interleaving

Recall that C is a non-binary linear block code GF(2b) with length n and an error correction

capability of t symbols per codeword. We assume block symbol interleaving with nb columns

(codeword length in bits) and Id (interleaving depth) rows [19]. The symbols are written into the

array by rows and read out by columns. The b bits within each symbol are transmitted consecutively

through the channel.

The probabilities Pc and PCE are given by

Pc =

t
∑

m=0

P (m, n) and PCE = 1 − Pc

respectively, where P (m, n) is the probability that m symbol errors occur in a block of n symbols.

Given indeterminates s and z, define the formal power series P (s, z) =
∑

∞

n=0

∑n

m=0 P (m, n) sm zn.

Thus P (m, n) can be derived as the coefficient of smzn in P (s, z). For a 2b-ary code transmitted

over a binary imperfect symbol interleaved channel, P (s, z) is given by [6]

P (s, z) , Π T
[

I − z{P(0)b + s(Pb −P(0)b)}P(Id−1)b
]

−1
1. (34)

4.1 Analytical Recursion for P (m, n) over the BAMNC

We specialize (34) for the BAMNC defined by the matrices (6) and (7). For the BAMNC, it can

be shown by induction (see [16]) that for any integer n

Pn =

[

εn + (1 − p)(1 − εn) p(1 − εn)

(1 − p)(1 − εn) εn + (1 − εn)p

]

.

It can also be shown by induction that for any integer n

P(0)n =

[

(ε + (1 − p)(1 − ε))n 0

(1 − ε)(1 − p)(ε + (1 − p)(1 − ε))n−1 0

]

.

Since P (s, z) in (34) is a ratio of two polynomials, a recursive expression for P (m, n) is obtained

by examining the denominator polynomial, which is the determinant of the matrix I − z{P(0)b +

s(Pb −P(0)b)}P(Id−1)b. Specifically,

P (m, n) = [ε + (1 − ε)(1 − p)](b−1)(1 − p + pε1+b(Id−1)) P (m, n − 1)

−[(ε + (1 − ε)(1 − p))(b−1)[1 − p + pε1+b(Id−1)] − (1 + εbId)] P (m − 1, n − 1)

−[(ε + (1 − ε)(1 − p))b−1(εb(1 − p) + εp)]εb(Id−1) P (m − 1, n − 2)

−[εb − (εb(1 − p) + pε)(ε + (1 − ε)(1 − p))b−1]εb(Id−1) P (m − 2, n − 2)

(35)
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for n ≥ 2, with initial conditions given by

P (m, n) = 0, if m, n < 0 or m < n

P (0, 0) = 1

P (0, 1) = (1 − p)(ε + (1 − ε)(1 − p))b−1

P (1, 1) = 1 − (1 − p)(ε + (1 − ε)(1 − p))b−1.

In the following, some special cases of (35) are considered. If Id = 1 (i.e., no interleaving is used),

then P (m, n) becomes

P (m, n) = [ε + (1 − ε)(1 − p)]b P (m, n − 1)

−[(ε + (1 − ε)(1 − p))b − (1 + εb)] P (m − 1, n − 1)

−[(ε + (1 − ε)(1 − p))b−1(εb(1 − p) + εp)] P (m− 1, n − 2)

−[εb − (εb(1 − p) + pε)(ε + (1 − ε)(1 − p))b−1] P (m− 2, n − 2)

(36)

with the same initial conditions as above.

If b = 1 (i.e., the code is binary), then we have a bit interleaved binary codes, and P (m, n)

reduces to

P (m, n) = [1 − p(1 − εId)] P (m, n − 1) + (εId + (1 − εId)p)P (m − 1, n − 1)

− εId P (m − 1, n − 2). (37)

This is a simpler expression than the one derived in [16] for the same binary system as it contains

one less term.

4.2 Numerical Results

We next validate our analytical derivation of P (m, n) in (35) by comparing the PCE calculated

using P (m, n) at different interleaving depths with the PCE obtained via simulations (implemented

using the Berlekamp-Massey decoding algorithm). We consider an (n, k) RS code over GF(2b) with

codewords of length n and k information symbols. The rate of the code is R = k/n, and the code

can correct up to t = ⌊(n − k)/2⌋ symbols (under bounded distance decoding).

Fig. 1 shows a typical PCE versus p for the symbol interleaved (127,65) RS code (b = 7, t = 31

symbols) over the BAMNC with ε = 0.8, for Id = 1, 2, 10000. The curves in this figure indicate a

complete agreement between the simulations and the numerical calculations (a similar behavior is

observed for other RS codes). Thus (35) provides an effective tool for determining PCE without the

need for simulations which can be complex and time-consuming when targeting small PCE values.
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Given a QBC with M ≥ 1 or a GEC with matrices P(0) or P(1), we do not establish an explicit

analytical recursion for P (m, n) since in these cases, P (m, n) would have a significantly more tedious

expression than (35). Instead, for specific model parameters, we apply (34) to derive a recursion

with numerical coefficients. The comparison between simulations and numerical calculations is

shown in Fig. 2 where curves of PCE versus p are plotted for the symbol-interleaved (127,65) RS

code over the QBC model with parameters M = 3, ε = 0.92 and α = 1 (Cor = 0.8), and for three

values of Id. The accuracy of the recursion is also observed in this figure.

Fig. 3 presents PCE versus Id for a symbol interleaved shortened (73,57) RS code (with R = 0.78,

b = 7, t = 8 symbols) over the GEC. The parameters of the GEC are µ = 0.9, BER = 0.007,

pG = 0.001 and three values of ρ = q/Q, ρ = 60, 100, 150 are used. For these values of ρ, the noise

correlation coefficients are, respectively, 0.28, 0.46, 0.7. For comparison purposes, we also show

curves for the bit interleaved binary (511, 394) BCH code (with R = 0.77, b = 1, t = 13). The

coding parameters are selected such that all codes have roughly the same length (in bits) and code

rate. Therefore, the memory requirement for interleaving, b n Id bits, is the same for each code. We

remark that comparison between these two codes is strongly dependent upon a particular value of Id

and ρ. For small values of ρ (ρ < 60 in the figure) the perfect (under Id ≥ 50) bit-interleaved binary

BCH code is more efficient than the perfect (under Id ≥ 10) symbol-interleaved RS code, because

the erroneous bits are evenly distributed over the received word. On the other hand, longer bursts

help the performance of RS decoders, since the error bits become more concentrated and affects

fewer symbols in a codeword. We observe that the RS code outperforms the BCH code when Id is

small. In particular, in situations where the maximum value of Id is limited or when the channel

has long bursts, the performance of RS codes stands out. The range of values of ρ where the RS

code outperforms the BCH code becomes larger as the BER increases, as is shown in Fig. 4.

From Figs. 3 and 4, we observe that perfect-symbol interleaving is achieved for the RS codes

with Id = 10, while for the BCH codes perfect-bit interleaving is achieved with Id = 50. We denote

this value of Id that renders the channel block memoryless by I⋆
d . These values of I⋆

d found from the

figures are insensitive to the noise correlation coefficient of the channel. For the parameters of the

GEC considered in Figs. 3 and 4, the average burst length, λ = 1/q, is approximately equal to 10.1.

Thus, we notice a linear relationship between λ and I⋆
d , which is expressed as I⋆

d = λ for the RS

code and I⋆
d = 5 λ for the BCH code. This relationship is verified in Fig. 5 where the parameters of

the GEC are µ = 0.95, BER = 0.007, pG = 0.001 and ρ = q/Q, with ρ = 60, 100, 150. The value of

λ is approximately 20.2 and we remark from the figure that I⋆
d = 20 for the RS code and I⋆

d = 100

for the BCH code.

Finally, Fig. 6 compares the performance of the (73,57) RS code under imperfect bit and symbol

interleaving over the GEC with parameters µ = 0.9, BER=0.007, pG = 0.001 and ρ = 60, 100, 150.
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For this channel with positive noise correlation coefficient, we observe that symbol interleaving

outperforms bit interleaving for all values of Id. Thus, this figure provides numerical evidence that

Proposition 2 is also valid for imperfect interleaving.

5 Conclusions

We studied the performance of interleaved linear block codes (under bounded distance decoding)

over the QBC and the GEC with positive noise correlation coefficient, which are good models

for discretized fading channels. We first proved that when using non-binary block codes over

these channels, perfect bit interleaving at the (code) symbol level always outperforms interleaving

at the (code) bit level. This result was also illustrated numerically for finite-depth interleaving.

The numerical plots presented for PCE under finite interleaving were generated by first deriving

recurrence formulas from the matrix expressions for the generating series of the probability P (m, n),

which is the probability that m symbol errors occur in a block of n symbols. We observed that

for certain channel conditions, it is advantageous to employ a binary BCH code together with

bit interleaving as opposed to a non-binary RS code with symbol interleaving. For the GEC, we

also observed that perfect interleaving is realized when the interleaved depth is a multiple of the

average burst length. The investigation whether this result is valid for other channel model and the

determination of the proportionality factor between λ and I⋆
d is an interesting direction for future

work. Another worthy direction for future work is the design of an RS decoding technique that

judiciously exploit the channel statistical noise memory, thus resulting in potentially substantial

performance improvements.
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Figure 1: PCE versus p for the symbol interleaved (127,65) RS code with b = 7, t = 31. Simulation

(sim.) and analytical (calc.) results for the BAMNC with ε = 0.8. Id = 1, 2, 10000.
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Figure 2: PCE versus p for the symbol interleaved (127,65) RS code with b = 7, t = 31. Simulation

(sim.) and analytical (calc.) results for the QBC with parameters M = 3, ε = 0.92, α = 1.

Id = 1, 2, 10000.
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Figure 3: PCE versus Id for (73,57) RS and (511,394) BCH codes over the GEC with µ = 0.9,

BER = 0.007, pG = 0.001. ρ = 60, 100, 150.
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Figure 4: PCE versus Id for (73,57) RS and (511,394) BCH codes over the GEC with µ = 0.9,

BER = 0.01, pG = 0.001. ρ = 60, 100.
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Figure 5: PCE versus Id for (73,57) RS and (511,394) BCH codes over the GEC with µ = 0.95,

BER = 0.007, pG = 0.001. ρ = 60, 100, 150.
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Figure 6: PCE versus Id for the bit- and symbol-interleaved (73,57) RS code over the GEC with

µ = 0.9, BER = 0.007, pG = 0.001. ρ = 60, 100, 150.
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