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Moments

Motivation: Moments

1859: B. Riemann: RH.

1908: E. Lindelöf: LH. (RH =⇒ LH; LH ≠⇒ RH.)∣∣∣∣ζ (1

2
+ it

)∣∣∣∣≪ (1 + |t|)ϵ (∀ϵ > 0).

Lindelöf: exponent 1/4 (convexity bound).

1916: Hardy, Littlewood (via Weyl’s differencing method): Weyl’s bound (exponent 1/6).

Different approach: Via moments: Drop all but 1 term: T < t ≤ 2T , T → ∞,

∣∣∣∣ζ (1

2
+ it

)∣∣∣∣ ≤
(∫ 2T

T

∣∣∣∣ζ (1
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)∣∣∣∣2k dt
) 1

2k

(
∀k
=⇒ LH).
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Moments

1917: Hardy, Littlewood: 2nd moment of zeta (used AFE for ζ(s)).
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Correlations

1926: Ingham: 4th moment (used AFE for ζ(s)2).

1979: Heath-Brown: 4th moment with power saving error term (used AFE for |ζ(s)|2).
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Correlations

Shifted convolutions

Heath-Brown 1979, Thm. 2

∃c0(h), · · · , c2(h) such that, uniformly for h ≤ X 5/6,

∑
n≤X

τ2(n)τ2(n + h) =
2∑

i=0

ci (h)X logi X + O(X
5
6+ϵ).

Precise guess for higher moments not known until

1984: Conrey, Ghosh conjectured∫ T

0

∣∣∣∣ζ (1

2
+ it

)∣∣∣∣6 dt ∼ 42a6T
(logT )9

9!
(T → ∞).

Need full asymptotic with sharp error term for∑
n≤X

τ3(n)τ3(n + h), (1 ≤ h ≤ X 1/3).
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Correlations

Bottle-neck

2001: Conrey, Gonek conjectured∑
n≤X

τ3(n)τ3(n + h) = m3(X , h) + O(X 1/2+ϵ), (1 ≤ h ≤ X 1/2).

2016: N. Ng: Smoothed ternary shifted convolutions =⇒ full asymptotic for 6th moment of zeta (with
power-saving error term).
2022: I provided numerical evidence for a special case of Conrey–Gonek’s conjecture [arXiv:2206.05877].
Find/compute five numerical constants b0, . . . , b4 such that∑

n≤X

τ3(n)τ3(n + 1)− X
(
b4 log

4 X + b3 log
3 X + · · ·+ b0

)
≤ C (ϵ)X

1
2+ϵ. (1)

I numerically verify (1) for X ≤ 106 (and ϵ = 0.01).
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December 3, 2023 2023 CMS, Montréal Number Theory by early career researchers
6 / 13



Correlations

b4 = 0.0544446791548840945807518785298617032826994387503389844120691008809066227780631551394813609558909414229584839437008

b3 = 0.710113929053644747553958926673505372958197119463757504939845715

b2 = 2.021196057879877779433242407847538094670915083699177892670406035

b1 = 0.6778633108329803885415710830627336560032223227041353486881024251

b0 = 0.2872366477466194172216646178146459501660362743972222496189139074.

Mathematica file: https://aimath.org/~dtn/papers/correlations/Proof_of_Cor_1.nb or
https://github.com/nguyen-d-8/correlations

David Nguyen (Queen’s University, Kingston) Shifted convolutions and applications
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Correlations

solid blue is data
∑

n≤X τ3(n)τ3(n + 1)

dashed green is leading order term 1
4
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Correlations

dotted red is prediction

solid blue is data
∑

n≤X τ3(n)τ3(n + 1)
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What about the error term?
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Correlations

jagged blue is the error:
∑

n≤X τ3(n)τ3(n + 1)− prediction.

dashed red is the bounds ±1050X 0.51
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Correlations

I believe
∑

n≤X τ3(n)τ3(n + h) is “too strong” for certain applications.
Suppose (A) and (C) are two statements, possibly conjectures, with (A) =⇒ (C). We say that (A) is
“too strong” for (C) if there exists a statement (B) such that, (i), (B) is easier to prove than (A), and,
(ii), the following diagram of implications holds:

I propose to study the following modified weaker shifted convolution∑
n≤X−h

τ3(n)τ3(n + h). (2)

I showed that this sum (2) is close to its expected value in an L2 sense, and that this is enough for
certain problems.
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Correlations

I proved, with a power-saving error term, that the second moment of (2) is small:

∑
h<X

 ∑
n≤X−h

τ3(n)τ3(n + h)−MT(X , h)

2

≪ X 3−1/100. (B)

As an application of the above bound (B), we obtain the full asymptotic for the variance of the ternary
3-fold divisor function in arithmetic progressions, averaged over all residue classes (not necessarily
coprime) and moduli: There exist computable numerical constants c0, . . . , c8 such that

∑
q≤X

∑
1≤a≤q

 ∑
n≤X

n≡a(q)

τ3(n)−MT(X ; q, a)


2

= X 2(c8 log
8 X + · · ·+ c0) + O

(
X 2−1/300

)
, (C)

for some explicit main term MT(X ; q, a).
[arXiv:2302.12815] (To appear: Proc. Edinb. Math. Soc.)
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Correlations

Quantities of the form (C) are of Barban–Davenport–Halberstam type and have their roots in the
celebrated Bombieri-Vinogradov Theorem.
Barban–Davenport–Halberstam type inequalities have many applications in number theory. For
instance, a version of this inequality (with Λ(n) replaced by related convolutions over primes) was
skillfully used by Yitang Zhang (2014) in his spectacular work on bounded gaps between primes.

In their work in 2017, Heath-Brown and Li proved a version of Barban–Davenport–Halberstam
inequality in their Corollary 2 as an ingredient to show that the sparse sequence a2 + p4, where a is
a natural number and p is a prime, contains infinitely many primes.
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