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Abstract

The reliable transmission of Federal Stan-

dard CELP 1016 encoded speech over very

noisy communication channels is investigated.

First, the interframe and intraframe redun-

dancy present in the CELP 1016 parameters is

quanti�ed using second-order Markov chains.

It is shown that over one-quarter of the CELP

bits in every frame of speech are redundant.

An unequal error protection (UEP) coding

scheme, which exploits this residual redun-

dancy, is next proposed for the transmission of

the CELP parameters over BPSK-modulated

AWGN and independent Rayleigh fading chan-

nels. It employs rate-compatible convolutional

(RCPC) codes used in conjunction with max-

imum a posteriori (MAP) soft decision decod-

ing. Experimental results indicate substantial

coding gains (up to 7 dB in E

b

=N

0

) over con-

ventional systems that utilize equal error pro-

tection and maximum likelihood (ML) decod-

ing.

1 Introduction

The role of the source encoder is to transform the

input signal into a more compact form. Ideally all of

the redundant bits are removed in the source compres-

sion phase. The channel encoder then adds a certain

amount of controlled redundancy to the input signal.

This redundancy { under the form of an error-control

code { is used to protect the information against the ef-

fects of channel noise. Traditionally, source and chan-

nel coding have been treated as separate entities; this

approach is known as tandem source-channel coding.

This is justi�ed by Shannon's Separation Principle

[10], which states that the source and channel cod-

�
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ing functions can be designed independently from each

other without a loss in the optimality of the system.

However, Shannon's �ndings were asymptotic in na-

ture { assuming no limit on complexity or delay. Re-

cently, systems with jointly designed source and chan-

nel coding operations have been shown to outperform

tandem systems under practical limitations such as

�nite block lengths. In this work, we consider joint

source-channel coding methods for the reliable com-

munication of Federal Standard CELP 1016 encoded

speech [6].

The paper is organized as follows. In Section 2, the

redundancy in the CELP 1016 parameters is quanti-

�ed via second-order Markov models. In Section 3, we

propose a joint source-channel coding scheme for the

transmission of the CELP parameters over very noisy

AWGN and Rayleigh fading channels. This coding

scheme employs unequal error protection through the

use of RCPC codes, and source optimized channel de-

coding via MAP soft-decision detection. The overall

system model is brie
y described in Section 4, and

experimental results are presented in Section 5. A

summary is stated in Section 6.

2 CELP 1016 Residual Redundancy

One frame of Federal Standard CELP 1016 con-

sists of 10 Line Spectral Pair (LSP) parameters which

model the signal's short term spectrum. This coding

technique also makes use of an adaptive and stochastic

codebook, which simulate the human speech's voiced

and unvoiced excitations, respectively. The adaptive

codebook is represented through four pitch delay and

four pitch gain parameters per frame. Similarly, the

stochastic codebook has four codebook gain and four

index parameters.

All the parameters are of di�erent bit lengths. For

consistency we chose to quantify the redundancy in
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the 3 most signi�cant bits (MSB's) of each CELP pa-

rameter. Let the random process, fU

i;j

g, represent the

three most signi�cant bits of the i

th

quantized CELP

parameter in frame j. Thus, U

j

is a vector consisting

of the quantized CELP coe�cients (3 MSB's) in frame

j. We assume that the process, fU

j

g

1

j=1

, is block sta-

tionary.

To quantify the residual redundancy inherent in the

CELP parameters, we model fU

j

g

1

j=1

as a 2

nd

order

Markov process. It assumes that U

i;j

is independent

of all previous parameters conditioned on knowing the

immediately preceding CELP parameter of the same

type, U

i�1;j

, and the corresponding CELP parameter

in the previous frame, U

i;j�1

.

The entropy rate of the process fU

j

g

1

j=1

is given

by

H (U) = lim

n!1

H (U

n

jU

n�1

;U

n�2

; ::;U

1

): (1)

H (U) represents the minimum number of bits per

frame required to describe fU

j

g. Thus, the total

residual redundancy (per frame), �

T

, of fU

j

g is

�

T

4

= log

2

jUj � H (U); (2)

where jUj is the size of the source alphabet, U . The

total redundancy, �

T

, can be divided into two parts

{ the redundancy due to the non-uniformity of the

source and the redundancy due to the source memory,

�

D

and �

M

respectively:

�

T

= �

D

+ �

M

; (3)

where

�

D

4

= log

2

jUj �H (U

1

); (4)

�

M

4

= H (U

1

)�H (U); (5)

and

H (U

1

) = �

X

u

1

Pr(U

1

= u

1

) � log

2

Pr(U

1

= u

1

): (6)

A large training sequence (83,826 frames) from the

TIMIT speech database [7] was applied to the Federal

Standard CELP 1016 vocoder. For every frame of

speech, CELP analysis was performed to arrive at 26

quantized CELP parameters. The relative frequency

of transitions between the values of 3 MSB's of each

codebook parameter were compiled to compute its

Markov transition probabilities. These probabilities

were used in equations (4) and (5) to compute �

D

and

�

M

, respectively. The results are compiled in Table 1

where the values of �

D

, �

M

and �

T

are provided for

each CELP parameter as well as for the entire frame.

Note that around 12.5 bits of the 30 high-order bits

of the LSP parameters are redundant. If we calculate

the total frame redundancy, we obtain that among the

78 high-order bits of the CELP parameters, 21 bits (or

� 27%) of them are redundant.

CELP Redundancy

Parameter �

D

�

M

�

T

LSP 5.2747 7.2105 12.4852

Codebook Gain 4.0478 1.2544 5.3022

Pitch Gain 0.1832 1.4910 1.6742

Pitch Delay 0.7064 0.8266 1.5330

Codebook Index 0.0323 0.0321 0.0644

Total Frame 10.2444 10.8146 21.0590

Table 1: CELP 1016 Redundancy (in Bits/Frame).

3 Joint Source Channel Coding

3.1 Unequal Error Protection

In addition to being redundant, the CELP 1016

quantized parameters contribute di�erently to the re-

construction of the speech [9]. We employ unequal

error protection (UEP) to allow various levels of pro-

tection for di�erent parameters. Our UEP system

consists of a family of punctured convolutional codes

[2], known as rate compatible punctured convolutional

(RCPC) codes [3].

Punctured convolution codes were introduced to at-

tain higher rate R = k=n convolutional codes from

lower rate R = 1=n codes. They can be attained by

periodically perforating the output of low-rate con-

volutional codes (or mother codes), through a punc-

turing matrix. More speci�cally, a rate P=(P + �)

punctured convolutional code can be attained by pe-

riodically puncturing a rate 1=n mother code with a

puncturing matrix, A(�), and a period P , whereA(�)

is an (n x P ) matrix, and � 2 [1; (n � 1)P ] [4]. The

puncturing matrices simply contain 0's, which specify

the punctured (or not transmitted) output bits, and

1's, which specify the unpunctured bits.

Rate-compatible punctured convolutional (RCPC)

codes are a sub-class of punctured codes [3]. The rate

compatibility restriction simply states that all the code

bits of a high rate punctured code must be used by all

the corresponding lower rate codes in the same family.

In other words, the puncturing matrix for the lower

rate code, A(�) contains all the 1's of the punctur-

ing matrix for the higher rate code, A(�). The above

condition guarantees that no loss of distance (d

free

of
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the code) occurs between the higher rate code and the

lower rate code in a transitional phase [3].

RCPC codes can easily be applied to a UEP

scheme, by ordering the information by importance,

and applying lower rate codes to the more important

bits and higher rate codes to the less important ones.

Decoding of RCPC codes, as well as regular punc-

tured codes, is based only on the trellis of the mother

code where the metric corresponding to the punctured

bits is replaced by zero. Thus, a family of RCPC

codes, corresponding to one period (P ), can be de-

coded with the same trellis, as long as the di�er-

ent rates, �, their corresponding puncturing matrices,

A(�), and the bits they protect are known at the de-

coder.

3.2 MAP Soft Decision Decoding

We assume that the CELP parameters are channel

encoded and sent over a memoryless channel. At the

receiver, we consider a MAP soft-decision decoder that

exploits the CELP residual redundancy [1] in combat-

ing channel noise. This decoder, which is based on a

modi�ed version of the Viterbi algorithm, chooses the

code sequence x̂

K

= (x̂

1

; : : : ; x̂

K

) that minimizes

Pr(y

K

j x̂

K

) Pr(x̂

K

); (7)

where ŷ

K

= (ŷ

1

; : : : ; ŷ

K

) is the received sequence of

length K.

We only consider AWGN and fully interleaved

Rayleigh Fading channels. Thus, the above metric re-

duces to choosing x̂

K

that minimizes

K

X

k=1

k y

k

� a

k

x̂

k

k

2

� N

0

ln Pr(x̂

K

); (8)

where a

K

is the sequence of Rayleigh fading coef-

�cients (for AWGN, a

k

is the all-one vector for all

k), which we assume to be available at the decoder.

The prior distribution Pr(x̂

K

) is estimated using the

Markov model of the previous section in conjunc-

tion with a large training sequence from the TIMIT

database [7].

4 System Model

The diagram of the overall system proposed for

UEP channel coding of the CELP parameters is shown

in Figure 1. The �rst step is the CELP coder which

inputs a speech signal and outputs the CELP parame-

ters: 10 LSP's, 4 Pitch Gains, 4 Pitch Delays, 4 Code-

book Gains, and 4 Codebook Indices.

The next step consists of the channel encoder. We

consider three di�erent systems: uncoded, equal error

protection (EEP) using a 32-state rate 3/4 convolu-

tional code [5], and a 32-state base rate 1/3 RCPC

code with period p = 8 [4]. In the EEP and UEP

models, only 78 bits of a total 144 bits per CELP

frame are convolutionally encoded:

� the 3 MSB's of all the 10 LSP parameters,

� the 6 MSB's of all the 4 pitch delay parameters,

� the 3 MSB's of all the 4 codebook gain parame-

ters,

� and the 3 MSB's of all the 4 pitch gain parame-

ters.

Remark that the 2

nd

three MSB's of the pitch delays

are coded, because of their important role in speech

excitation, but they have not been modeled for their

redundancy. Thus, we will decode them using the tra-

ditional Viterbi decoding algorithm. The remaining

66 bits are sent uncoded and hard decision decoded

for all three transmission schemes.

The UEP scheme allows various levels of protection

for the di�erent CELP parameters. The RCPC coding

rates are described in Figure 2. They are chosen based

on the CELP parameters sensitivity study in [9]. Note

that the 3 MSB's of the pitch gain parameters are sent

uncoded. However, these parameters were modeled for

their residual redundancy. Thus, the MAP soft deci-

sion algorithm can still be applied in their decoding

phase.

Parameter Code Rate

LSP 1-10 8/24

Pitch Delay 1 & 3 8/22

Pitch Delay 2 & 4 8/20

Codebook Gain 1-4 8/18

Pitch Gain 1-4 Uncoded

Table 2: Overall CELP Unequal Error Protection

Scheme Using Mother Rate-1/3 Family of RCPC

Codes.

The next block in Figure 1 is the BPSKmodulation,

followed by the channel. In this simulation two chan-

nels were used - the AWGN and the fully interleaved

Rayleigh channel, where it is assumed that channel

state information (CSI) is available at the decoding

phase.

Next, MAP soft decision decoding is performed.

Note that a modi�ed Viterbi algorithm was used to

decode the UEP system. This is because the redun-

dancy was modeled three bits at a time, whereas the
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Figure 1: Block Diagram of the Communication Sys-

tem.

mother code is rate 1=3 in which the output is de-

coded one bit at a time. In order to use the MAP

modi�ed Viterbi metric, a special method is used as

explained in [8]. Also, since the LSP parameters are

the only ones with an ordering property, they are the

only CELP parameters that undergo re-ordering after

they are decoded. The �nal step is the synthesis of

the speech from the corrupted CELP parameters.

5 Experimental Results

A large training sequence (� 42 minutes) of speech

was used from the TIMIT data base to estimate the

prior CELP distributions needed for the MAP de-

coder. The testing sequence consisted of a 4753-frame

(2.2 minutes) TIMIT speech sequence, half uttered by

females and half uttered by males, with no speaker

appearing in both the training and testing sequence.

The performance criteria used are:

� The average speech distortion measure (see [8]),

which is an average of seven di�erent speech dis-

tortion measures of two di�erent groups { cepstral

measures and cosh measures. Note that this mea-

sure is averaged over all CELP subframes where

subframes with either zero signal or noise energy

are excluded from the average. When the channel

is noiseless, the average speech distortion is 4.79

dB.

� Subjective listening tests that make pairwise com-

parisons between the di�erent coding schemes.

The simulations are performed using a practical de-

coding delay of one frame in length (30 ms).

Figures 2 and 3 show the performance of the UEP

MAP system, as well as two EEP schemes with MAP

and with regular maximum likelihood (ML) decoding,

respectively. The results for the uncoded system are

also presented. Tables 3 and 4 show the coding gains

�rst between EEP rate 3/4 with and without MAP,

and second between UEP and EEP both with MAP

decoding. All results are displayed for di�erent values

of E

b

=N

0

, where E

b

is the energy per information bit

1

,

and N

0

is the one-sided power spectral density of the

additive Gaussian noise.

At an average speech distortion of 6.0 dB, the UEP

system with MAP outperforms the traditional EEP

system with ML decoding by 3.2 dB and 5.0 dB, for

the AWGN and Rayleigh fading channels respectively.

Our subjective listening tests consisted of pairwise

comparisons between the two coded transmission sys-

tems at two di�erent E

b

=N

0

's. Four di�erent speech

segments and �fty listeners { 25 male and 25 female

{ were tested. Before being tested the uncorrupted

CELP encoded speech segments were played for each

listener to \anchor" their perspective. The listeners

were asked to choose the better sounding segment, or

neither if they could not perceive a di�erence. Both

systems used MAP decoding, so it was only a compar-

ison of the e�ect of unequal error protection on the

quality of speech reconstruction. The results showed

that the UEP mother rate 1/3 system clearly per-

formed better than the EEP 3/4 system [8]. For a

demonstration of the results refer the following inter-

net site: http://markov.mast.queensu.ca/�nazera/.

6 Summary

We investigated the problem of the reliable trans-

mission of CELP 1016 speech parameters over very

noisy BPSK-modulated AWGN and Rayleigh fading

channels. A second-order Markov model was proposed

to generate the CELP parameters and to quantify the

amount of residual redundancy they exhibit. It was

shown that over one-quarter of CELP bits in every

frame of speech were redundant. We next proposed

and implemented a joint source-channel coding scheme

that employs: (i) UEP via a family of RCPC codes to

provide additional protection for the important CELP

parameters; and (ii) Optimal MAP soft-decision de-

tection that utilizes the CELP residual redundancy

in combating channel noise. Experimental results in-

dicate that the proposed UEP-MAP scheme is signi�-

cantly robust particularly during severe channel condi-

tions; it also o�ers considerable performance improve-

ments over traditional EEP systems and systems that

employ ML decoding.
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