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I. Overview

We consider discrete channels with arbitrary additive noise.
Note that such channels need not be memoryless; in general,
they have memory. We show that feedback does not increase
the capacity of such channels. The same result is also shown
for a larger class of channels to which additive channels belong,
the class of discrete symmetric channels with memory. These
channels have the property that their inf-information rate is
maximized for equally likely iid input processes. Finally, we
impose cost constraints on the input of the additive channels,
rendering them non-symmetric. In this case, we show that
feedback can increase their capacity-cost function.

II. Additive Channels

Consider a channel with alphabet A = {0, 1, . . . , q − 1}, de-
scribed by: Yn = Xn ⊕ Zn, for n = 1, 2, 3, . . ., where the
addition is modulo q and Xn, Zn and Yn are respectively the
input, noise and output of the channel. We assume that the
input and noise sequences are independent ({Xn} ⊥ {Zn})
and that the noise process {Zn} is an arbitrary process (non-
stationary non-ergodic in general).

We assume that the channel is accompanied by a noiseless,
delayless feedback channel with large capacity. The receiver
uses the feedback channel to inform the transmitter what let-
ters were actually received; these letters are received at the
transmitter before the next letter is transmitted, and there-
fore can be used in choosing the next transmitted letter.

The capacity with no feedback (with feedback) denoted by
CNFB (CFB), is the supremum of all rates for which there ex-
ist nonfeedback (feedback) block codes with vanishing prob-
ability of error. In [1], Verdú and Han derived a general
formula for the (nonfeedback) capacity of arbitrary channels:
CNFB = supXn I (Xn;Y n), where Xn = (X1, X2, . . . , Xn) is
the input vector and Y n is the corresponding output vector.
The symbol I (Xn;Y n) is the inf-information rate between
Xn and Y n and is defined as the liminf in probability [1] of
1
n
iXnY n(Xn;Y n) = 1

n
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.

Theorem 1 Feedback does not increase the capacity of dis-
crete channels with arbitrary additive noise [2]:

CFB = CNFB = log2(q) −H(Zn),

where H(Zn) is the sup-entropy rate of the additive noise
process {Zn}, which is the limsup in probability [1] of
1
n

log2
1

PZn (Zn)
.
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Remarks
(i) If the noise process is stationary, then its sup-entropy rate
is equal to the supremum over the entropies of almost every
ergodic component of the stationary noise.
(ii) If the noise process is stationary ergodic, then its sup-
entropy rate is equal to its entropy rate.

III. Symmetric Channels
Definition Consider the channel given by: Yn = f(Xn, Zn),
for n = 1, 2, 3, . . . where Xn, Zn and Yn are as defined above,
{Xn} ⊥ {Zn}, and f : X × Z → Y, is a mapping from the
cartesian product of the input alphabet X and the noise al-
phabet Z into the output alphabet Y. We assume that the
sets X , Z and Y are all finite. We say that such a channel is
symmetric if the following conditions hold:

1. |X | = |Y| = |Z| = q; i.e., the input, output and noise
alphabets have same cardinality.

2. Given the input x, the function f(x, .) is one-to-one; i.e.
for all x ∈ X , f(x, z) = f(x, z̃) =⇒ z = z̃.

3. f−1(·) exists such that z = f−1(x, y) and given the output
y, f−1(·, y) is one-to-one; i.e. for all y ∈ Y, f−1(x, y) =
f−1(x̃, y) =⇒ x = x̃.

Theorem 2 Feedback does not increase the capacity of dis-
crete symmetric channels:

CFB = CNFB = log2(q) −H(Zn).

IV. Additive Channels with Input Constraints
We incorporate average cost constraints on the input se-
quences of the additive noise channel. In [3], we demonstrate
that in the case where the additive noise is a binary stationary
mixing homogeneous Markov process, feedback can increase
the capacity-cost function of this channel. This is achieved
by establishing a tight upper bound to the capacity-cost func-
tion of the channel with no feedback (CNFB(β)) and a lower
bound to the capacity-cost function with feedback (CFB(β)).
The upper bound to CNFB(β) is nothing but the dual of the
Wyner-Ziv lower bound to the rate distortion function of sta-
tionary ergodic sources. The lower bound to CFB(β) is then
shown numerically to exceed the upper bound to CNFB(β).
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