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Abstract—We present an efficient algorithmic lower bound for
the block error rate of linear binary block codes under soft max-
imum-likelihood decoding over binary phase-shift keying modu-
lated additive white Gaussian noise channels. We cast the problem
of finding a lower bound on the probability of a union as an op-
timization problem that seeks to find the subset that maximizes a
recent lower bound—due to Kuai, Alajaji, and Takahara—that we
will refer to as the KAT bound. The improved bound, which is de-
noted by LB-s, is asymptotically tight [as the signal-to-noise ratio
(SNR) grows to infinity] and depends only on the code’s weight
enumeration function for its calculation. The use of a subset of the
codebook to evaluate the LB-s lower bound not only significantly
reduces computational complexity, but also tightens the bound spe-
cially at low SNRs. Numerical results for binary block codes indi-
cate that at high SNRs, the LB-s bound is tighter than other recent
lower bounds in the literature, which comprise the lower bound
due to Séguin, the KAT bound (evaluated on the entire codebook),
and the dot-product and norm bounds due to Cohen and Merhav.

Index Terms—Additive white Gaussian noise (AWGN), binary
phase-shift keying (BPSK), channel coding, linear block codes,
lower bound, maximum-likelihood (ML) decoding, probability of
error, weight spectrum of codes.

I. INTRODUCTION

WE study lower bounds for the codeword error proba-
bility of linear block codes for binary phase-shift keying

(BPSK) modulation and the additive white Gaussian noise
(AWGN) channel under soft maximum-likelihood (ML) de-
coding. Let be a finite number of events with
positive probability in a probability space.de Caen’s lower bound
on the probability of the union of these events is given by [4]
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An application of de Caen’s inequality is the evaluation of a
lower bound on the codeword error probability (or error rate) of
block codes. For a codebook of size

, the codeword error probability can be written as

(2)
where is the codeword error event, is the (modulated)
signal corresponding to codeword , is the condi-

tional probability of error given that is transmitted,
is the index set of the codewords, and is

the event that between codewords and , is decoded at the
receiver. The computational complexity of evaluating the error
rate via (2) is prohibitive even for moderate codebook sizes.
For linear block codes under soft maximum-likelihood decoding
and for output-symmetric channels [10], (2) can be simplified to

(3)

which significantly reduces the amount of calculations. In par-
ticular, for AWGN channels and BPSK signaling, using (1) with

results in

(4)
where is the modulated version of , which we assume to
be the all-0 codeword, is the
Gaussian tail function,

is the bivariate Gaussian function, (with
being the average encoding power per uncoded bit, being
the variance of the AWGN, and being the channel code rate),

is the Hamming weight of codeword , and

(5)

We note that the upper limit in the sums in (4) still makes this
bound too complex for most applications. Also, this bound re-
quires the knowledge of not only the codeword weights (which
are already known and tabulated), but also the weight of the
product (logic AND) of codeword pairs. In an effort to resolve
these problems, Séguin derived in [9] a lower bound for (4), and
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hence a lower bound on the probability of error. Séguin’s bound
relies on the fact that is increasing in and on the fol-
lowing upper bound on :

(6)

where is the minimum distance of the code. Applying (6)
to (4) results in Séguin’s bound, which is given by (7), shown at
the bottom of the page, where is the number of codewords
with weight and is the code block length.

The significance of Séguin’s bound, which we will refer to
as the lower bound, is threefold. First, the bound de-
pends only on the code’s weight enumeration function. Second,
Séguin proves in [9] that it approaches the union upper bound
as the signal-to-noise ratio (SNR) grows to infinity,1 making it
asymptotically tight. Third, the upper limit in the sums in
is given by the block length; hence, this bound is significantly
more efficient to calculate than (4). The drawback of the
bound is that it is loose at low SNRs.

de Caen’s lower bound is tightened in [6], where the KAT
bound is introduced. When used in the context of error analysis
of block codes, the KAT lower bound is given by (8), shown at
the bottom of the page, where

with being the largest integer smaller than ,
and

Note that the above bound reduces to de Caen’s lower bound if
we set for all . The KAT bound is shown to be tighter
than de Caen’s bound in [6]. In [3], Dembo provides an alterna-
tive proof for the KAT bound and shows that it can improve over
de Caen’s bound by a factor of at most 9/8 (when both bounds
operate on the same set of events).

1In this letter, by SNR we mean E =N .

Another lower bound on the probability of a union is derived
in [2], which also includes the lower bound of de Caen as a spe-
cial case. Based on this new inequality, two lower bounds on the
error probability of block codes are obtained in [2], which are re-
ferred to as the dot-product and norm bounds. Following the ap-
proach of Séguin, the dot-product and norm bounds can be eval-
uated using only the weight enumeration function of the code.
The dot-product bound is calculated using the subcollection of
the minimum-weight codewords and is tighter at low SNRs. The
norm bound requires the whole weight spectrum and is tighter at
high SNRs. These bounds are shown through numerical results
to be tighter than the bound [2].

In Section II, we prove that the expression in (8) is still a lower
bound when it is computed using the upper bound on [as given
in (6)] and when it is evaluated using a subset of the codebook.
We will then present an algorithm to tighten the modified KAT
bound. Numerical results are given in Section III, and conclu-
sions are drawn in Section IV.

II. ALGORITHMIC KAT LOWER BOUND

A. Use of a Subset

In order to find a lower bound on the probability of the
union of a finite number of events (where

), many methods (e.g., see [5]) are ex-
pressed as a maximization of a lower bound with respect to a
subcollection of these events. In fact, algorithms such as the
one in [7] are stepwise search methods that are sensitive to the
initialization, so their final subcollection depends on the sets
from which the search begins.

We note that the number of terms in the sums in (8) is
(where is the codebook size); this leads to a high compu-
tational load even for codes of moderate size such as the BCH
(63, 24) code [8]. One way to address this problem is to use the
well-known fact that

(7)

KAT

(8)
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Therefore, evaluation of (8) using only a subcollection of the
codebook will result in a valid lower bound for the error rate of
codes, i.e.,

KAT (9)

where is a subset of the codebook . The optimal subset
(whose size and components depend on the SNR) is

KAT

However, in general, it is infeasible to determine. Our objective
becomes then to determine a “good” subset of so that
KAT in (9) is as large as possible. Also, to keep
KAT with low complexity so that it can be computed
using only the weight enumeration function of the code, we
wish (as in [9] and [2]) to replace by as described in
(6). However, (unlike [9] and [2]), it is no longer clear that such
a replacement would result in a valid lower bound for
since appears in both the numerator and denominator
terms (in ) of (8). This is ascertained in the following Lemma.

Lemma: Consider a linear block code . For a subset ,
let be the weight enumerations of
(i.e., is the number of codewords in of weight ). Then,
the error rate of the code is lower bounded by

LB-s

(10)

where

and

with , and

Proof: See the Appendix.
Some points merit attention here. First, one should note in the

above Lemma that are not necessarily equal to in
(7). Second, using the approach of [3], one can verify that the

ratio of the LB-s bound to the bound is still at most 9/8 when
both bounds operate on the same set of codewords. Third, if, for
a given subset , we have LB-s LB-s (see the next
subsection), then LB-s is tighter than the original bound.
As a result, LB-s is asymptotically tight in the sense that it
converges to the union upper bound as the SNR grows to infinity
(because the bound is asymptotically tight).

B. Tightening the LB-s Bound

For each SNR, tightening the LB-s bound requires a suitable
choice of the subset . We propose to do so by iteratively en-
larging the subcollection of codewords via the following algo-
rithm.

1) Start from the initial set of the minimum-weight code-
words.

2) Add to a codeword with the smallest weight possible to
get .

3) If LB-s LB-s , stop.
4) Let and go to step 2.

In the above algorithm, the search for the best subset stops in
a very short time, particularly at low SNRs where the min-
imum-weight codeword set is empirically observed to be op-
timal. The algorithm can provide significant improvements over
the KAT bound evaluated using (6), particularly at low SNRs.
For example, at SNR 0 dB and for the BCH (31, 16) code, the
KAT bound equals while the LB-s bound equals

, which is 12 times larger.2

The computational complexity of the LB-s bound is quite fa-
vorable compared with the dot-product and norm bounds of [2],
which need to find other parameters via exhaustive search (see
Section III). Nevertheless, as the code operates on larger data
blocks (i.e., as increases in ), computing the norm,
dot-product, and even LB-s bounds tends to become infeasible.
We therefore propose to replace the second step of the above al-
gorithm with 2’), as follows:

2’) Add to all codewords with the smallest weight
possible to get .

Using the above step, one needs to run the algorithm for at most
times instead of times. We have observed that the loss

caused by the above step (as compared with the original algo-
rithm) is negligible, but the run time is exponentially smaller.

III. NUMERICAL RESULTS AND DISCUSSION

We first compare the tightness of the LB-s bound versus the
KAT bound, which is evaluated using the upper bound on in
(6) [so it is in fact equal to LB-s ] in Table I for the BCH (63,
10) code. Table I also demonstrates the gradual enlargement of
the subset with respect to the SNR. To show the behavior of
the LB-s bound, the first version of the algorithm in Section II-B
is used for this table. The weight spectrum of the code is spec-
ified by

. The LB-s bound is

2In general, the LB-s bound seems to be looser than the dot-product bound
of [2] at low SNRs. In particular, for the BCH (31, 16) code, the LB-s bound
is 72% of the dot-product bound at 0 dB. However, as will be explained in the
next section, the LB-s bound is tighter than the dot-product and norm bounds
for higher SNRs. For the BCH (31, 16) code, the LB-s is the tightest bound for
SNR > 6.5 dB or error rates of less than 10 .
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TABLE I
SIZE GROWTH OF THE SUBSET I WITH SNR FOR THE LB-s BOUND AND COMPARISON OF THE KAT (WITH THE UPPER BOUND ON � ) AND LB-s BOUNDS FOR

THE BCH (63, 10) CODE. sss IS THE LARGEST WEIGHT AND B (I ) IS ITS CORRESPONDING NUMBER CODEWORDS IN I

Fig. 1. Performance of various lower bounds for the BCH (63, 24) code. For
reference, the union upper bound is also shown.

observed to be tighter than LB-s , particularly at low SNRs.
As the SNR grows, the best codeword set grows as well,
reducing the gap between the two bounds. At SNR 8 dB,
LB-s uses the entire codebook except for the all-1 codeword
[recall that we are computing the lower bounds on

, see (3)]. Hence, it converges to LB-s as the SNR ap-
proaches infinity.

The second version of the algorithm in Section II-B is used to
obtain the results in the rest of this section. Fig. 1 compares the
performance of the , dot-product, norm, and LB-s bounds for
the BCH (63, 24) code. At low SNRs ( 0 dB), the dot-product
bound of [2] is the tightest bound among the above bounds. As
the SNR grows, the norm and then the LB-s bounds become the
tightest. This is indicated in more detail in Table II, where we
have tabulated the values of the bounds for a higher SNR range.

We have repeated the algorithm of Section II-B for the
bound to obtain a tighter version of this bound, referred to as
the -s bound. The results are reported in Table III (it can be

easily verified that -s is a valid lower bound). The -s bound
is seen to be significantly tighter than the bound especially
at lower SNRs, but it is never tighter than the norm bound of [2]
or the LB-s bound derived here. Table III also emphasizes the
last point observed in Table II for the Golay (24, 12) code: for
SNR 6 dB, the LB-s bound is tighter than the other bounds for
the entire SNR range considered in the table. A similar behavior
is observed for other linear block codes.

An important point to note is the computation time of the
bounds. The second version of the algorithm to compute the
LB-s bound in Section II-B drastically reduces the computation
time for the LB-s bound. For example, as mentioned in Table II,
the run time of the norm bound in the 5- to 10-dB range (with
1-dB increments) was 32 076 s (i.e., more than 8.9 h) on a SUN
UltraSparc platform, while it was only 4 s for the LB-s bound
(note that the dot-product bound is looser than the LB-s bound at
high SNRs and also has a longer run time). A similar behavior is
observed in Table III. The run time of the LB-s bound for other
high-rate codes with large block lengths, for which computing
the norm bound becomes infeasible, is also in the same order.
Reduced run time together with the fact that the LB-s bound is
tight at high SNRs are two main advantages of the LB-s bound.

IV. CONCLUSION

We derived a simple algorithmic lower bound on the error
probability of soft ML decoded block codes based on the KAT
lower bound. The bound, denoted by LB-s, is asymptotically
tight, and it can be calculated using only the weight enumera-
tion information of the underlying code. It is observed that the
LB-s lower bound is tighter than the original KAT lower bound
everywhere and it is tighter than the other lower bounds con-
sidered in this letter at high SNRs. The computation time of the
bound is also significantly shorter than the bounds studied here.
The results of this letter were presented for the AWGN channel.
Nevertheless, they can be used for other channel models, such
as block Rayleigh fading or space–time orthogonal block coded
channels. The required pairwise error probability expressions
for such channels can be found in [1].
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TABLE II
COMPARISON OF THE L , DOT-PRODUCT, NORM AND THE LB-s LOWER BOUNDS FOR THE BCH (63, 24) CODE AND HIGH SNR VALUES.

THE COMPUTATION TIME (IN SECONDS) OF THE BOUNDS FOR AN SNR RANGE FROM �5 TO 10 dB (WITH 1–dB INCREMENTS)
ARE GIVEN IN PARENTHESIS. FOR REFERENCE, THE UNION UPPER BOUND IS ALSO PROVIDED

TABLE III
COMPARISON OF THE L , TIGHTENED L , DOT-PRODUCT, NORM, AND THE LB-s LOWER BOUNDS FOR THE GOLAY (24, 12) CODE AND HIGH SNR

VALUES. THE COMPUTATION TIME (IN SECONDS) OF THE BOUNDS FOR AN SNR RANGE FROM �5 TO 10 dB (WITH 1-dB INCREMENTS)
ARE GIVEN IN PARENTHESIS. FOR REFERENCE, THE UNION UPPER BOUND IS ALSO PROVIDED

APPENDIX

Here, we prove that the LB-s bound is still a lower bound for
. Similar to [3], we write (8) as

(11)

where

and , which is a positive integer, and are found
from

(12)

We now want to prove that when is
replaced with its upper bound, (11) still gives a lower bound for

. To this end, we first let

(13)

where is a positive integer and , and show that

(14)

From ,
(12), and (13), it follows that

(15)

We now consider two cases: i) and ii) .
Case i) : In this case, it follows from (15) that

. Therefore

Therefore, (14) holds in the first case.
Case ii) : For this case, we will show that

is negative. We have (16), shown at
the top of the next page. The denominator of (16) is clearly
positive, so we need to consider its numerator which, after
setting where is an integer, reduces to
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(16)

In the above, both and are in [0,1); therefore,
, hence . Also, , hence and
. Because , , and are all negative in the above

(and is positive), (14) also holds for the second case.
This completes the proof of (14).
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