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Sequence MAP Decoding of Trellis Codes for
Gaussian and Rayleigh Channels

Saud A. Al-Semari, Fady AlajajiMember, IEEE,and Tom FujaSenior Member, IEEE

Abstract—This paper considers the use of sequence maximum Some recent work in this area has investigated the design
a posteriori (MAP) decoding of trellis codes. A MAP receiver can of source codes that are robust to channel errors [2]_[4]
exploit any “residual redundancy” that may exist in the channel- Conversely, the work in [5]-[7] has concentrated on the design
encoded signal in the form of memory and/or a nonuniform ’ . .
distribution, thereby providing enhanced performance over very of channel decoders that exploit the known characteristics
noisy channels, relative to maximum likelihood (ML) decoding.  Of the source code. The work here focuses on the perfor-

The paper begins with a first-order two-state Markov model mance of trellis codes with sequence maximanposteriori
for the channel encoder input. A variety of different systems (MAP) decoding of correlated signals transmitted over very

with different source parameters, different modulation schemes, ; i ; ; ; :
and different encoder complexities are simulated. Sequence MAP noisy additive white Gaussian noise (AWGN) and Rayleigh

decoding is shown to substantially improve performance under channels.
very noisy channel conditions for systems with low-to-moderate ~ An ideal source encoder would compress an audio, image, or
redundancy, with relative gain increasing as the rate increases. a data signal to produce an independent, identically distributed
As a result, coding sc_:hemes with multidimensional constellations (i.i.d.) sequence of bits at a rate equal to the entropy rate of
\?vri(tehStr\]/\(/)c\fgirtr?e2;2?1;I%Q?B)Mcﬁis?gllgzcmgn comparable schemes y, o source. Most source coding algorithms are not ideal; the
The second part of the paper considers trellis encoding of OUtput bit stream contains residual redundancy in the form of
the code-excited linear predictive (CELP) speech coder’s line memory and/or nonuniform distribution, and this redundancy
spectral parameters (LSP’s) with four-dimensional (4-D) QPSK s thus present at the input of the channel encoder.
modulation. Two source LSP models are used. One assumes only  This residual redundancy may be exploited at the receiver

intraframe correlation of LSP’s while the second one models both b diusting the Viterbi algorithm d ding metric t
intraframe and interframe correlation. MAP decoding gains (over y adusting the e algo ecoding metric to use

ML decoding) as much as 4 dB are achieved. Also, a comparison the source’sa priori probabilities. Sequence MAP Viterbi
between the conventionally designed codes and an I-Q QPSKdecoders take advantage of this residual redundancy to en-

scheme shows that the I-Q scheme achieves better performancehance the performance of the system under very noisy channel
even though the first (simpler) LSP model is used. conditions. This decoding method used in conjunction with
Index Terms—AWGN and Rayleigh channels, CELP speech other means (i.e., soft-decision decoding and channel state
coding, Markov sources, sequence MAP decoding, source redun-information estimation) results in a very robust system under
dancy, treliis codes. bad channel conditions.
The traditional Viterbi algorithm selects the maximum like-
|. INTRODUCTION lihood (ML) sequence as its estimate; it does not minimize

T RADITIONALLY, source coding (data compression) anéhe probability of error of the data bits [8]-[10]. However,

channel coding (error control) are designed independenﬁ performance IS very cI_ose to that of the optimal symbol-
of one another. This is justified by Shannon’'s separati '-symbol decoding algorithm [8].' Further.more, although the
principle [1], which states that no performance degradation %'Stmg sdymb?r:-by\/;?yrgpoll deszt(k)‘dmg algolr.|thrg1ls ?prl).ly only t%
suffered if the two functions are thus partitioned. However, th@e?r co es,d N SI erol ago:\l/lAr; '(Sj ap%.lca de 0 fin€ar ant
principle is an asymptotic result permitting unlimited delay angoninear codes. sequence ~ gecoding does not require
complexity. Given a limited decoding complexity/delay, join§ubstant|al modification to the Viterbi algorithm for trellis-

source-channel coding could outperform separately desigrffi€d Systems, and, as indicated in [5] and [6], may be used
pairs. If needed where a bad channel environment exists. In [5],

Hagenauer showed that 2—-3-dB gains could be obtained for
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large training sequence from the TIMIT [11] speech databas{el s e RSN r———1
Decoding gains of 2-5 dB were achieved. ——> Encode/ Modulator —s} [nerleaver
The work in this paper is divided into two main parts. Mapper L1

The first part assumes a simple ideal first-order two-state
Markov source model. This simple model is chosen because its

. . . . AWGN/

parameters may be easily estimated at the receiver. A variety of Rayleigh

different systems with different sources, modulation schemes, I

and trellis code complexities are simulated. Extensive simula; L |

tions of these system configurations are performed to asséds [ vieni L%/ _ fDelmer_ i |

I

I

Demod.

their effect on the sequence MAP decoding gait@mply Decoder leaver |
called MAP gains) over ML decoding. In performing such ‘|‘_ T
simulations, we try to address the following questons. @ —-——f7—W————————————————

« What is the effect of increasing the trellis encoder mem-
ory? Fig. 1. Block diagram of the system model.

* What is the effect of increasing the encoder rate?
« What is the effect of increasing the signal constellation{y the source memory, ang- is the total source redundancy.
* What is the effect of the redundancy type? The two forms of redundancy are utilized by the decoder to
* What is the difference in MAP decoding gains for codedombat channel errors.
as well as uncoded systems? The source bits are arranged in a sequence of bitramples
* What is the effect of the channel type—AWGN or{y, v, ...}. At time i, u; is an input to a trellis encoder
Rayleigh? which produces &k + 1)-tuple of binary bitsc,. The trellis
The first part is concluded with an example comparing encoder output; is mapped tar; = {z},..., 2"}, a vector
two-dimensional (2-D) and a four-dimensional (4-D) QPSkf m complex numbers, where is the number of transmitted
TCM schemes with the same spectral efficiencies and Miignals per trellis branch—i.e., timeultiplicity of the code. The
asymptotic coding gains. It is shown that increasing the diequencexy = {z;,...zx} is transmitted over the channel.
mensionality (i.e., multiplicity) of the code results in increasetihis is described by
MAP (versus ML) decoding gains.
In the second part, we extend the results of [12] by conS|der?1Z
ing encoding the line spectral parameters (LSP’s) of FS- 103&ﬁ1eren'

7 is a 2-D zero-mean additive Gaussian noise with
CELP using trellis codes with 4-D QPSK modulation. Bot j
AWGN and Rayleigh channels are considered. l?;\ smgle sided power spectral density &f. The variablea;

depends on the channel assumption.
* For a purely AWGN nonfading channed{ =1.
* For a fully interleaved Rayleigh fading channel, we
assume{a’} is a sequence of i.i.d. Rayleigh distributed

alzl +nd, with1<i<N, and 1<j<m (2

Il. SEQUENCE MAP DECODING FORIDEAL SOURCES

A. System Model random variables withE[(a?)?] = 1. Note that the
The basic model block diagram is shown in Fig. 1. The assumption of full interleaving is justified since under
information bit sequencéu, , ., ...} is modeled by a station- very noisy channel conditions (the region of interest

ary first-order two-state Markov process as shown in Fig. 2. in this work) interleaving requirements are much less
The sequencdu,us, ...} represents the output of a source  than at high signal-to-noise ratios (SNR’s). At low SNR,
encoder, or (if the source is not compressed) the output the additive noise dominates any effects due to possible
of the source itself. We denote the transition probabilities correlation in the fading.
Pr(uw; =0 | u;—y = 0) andPr(u; = 1 | ;1 = 1) by
Pr(0 | 0) andPr(1 | 1), respectively. B. MAP Decoding Rule

The entropy of the Markov chain can be computed to arrive The sequence MAP decision rule [12] is to chogsewhich
at an estimate of the source redundancy. Het(U) denote . imizes
the source entropy rate and I&t({/) denote the entropy of
a memoryless source with the same marginal distribution as flyn
the source. Define [12]

)A(N) PI‘()A(N).

For the AWGN channel, this reduces to choos#ag which

pp 21— H(U) minimizes

pv = H(U) — Hoo(U) (1) N m

pr = pp +par =1 — Ho(U). > — NoInPr(xn). 3)
=1 j=1

Then pp denotes the redundancy due to the nonunlforrLrJ ing the chai | 4 first-order Mark .
distribution of the sourcepy; denotes the redundancy due Sing the chain rule and nrst-oraer Markov source property,
n Pr(xn) can be expressed as
1we use the term “decoding gains” instead of “coding gains” since we are R R
comparing two systems with the same codes but different decoders. InPr(xy) = lnPr(ay)
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Pr(1|0)
Pr(0]0) Pr(1]1)
Pr(0|1)
Fig. 2. Two-state binary Markov source model.
N o X X TABLE |
= Z In Pr(gi | Ui 13U _oyee ,Ql) THE FOUR SOURCE MODELS AND THEIR REDUNDANCIES
Z;rl Source | Pr(0:0) | Pr(1:1) | pp ) yav; or
N ~ 1 0.8 0.2 0.278 | 0.0 |0.278
= InPr(a; | 4, ;). 4 ;
z; (@ | %) (4) 1 0.8 08 0.0 |0.278 | 0.278
= [l 0.9 0.8 0.082 | 0.365 | 0.447
Therefore, the MAP decoding rule is to chooge which v 0.2 09 | 0.496 | 0.007 | 0.503
minimizes
Z Em:| i 2 N InP (@, | ) (5) However, the union bound with either ML [14] or MAP [5]
2o\ & Yi o AL [Li1) ) decoding is loose at high decoding error rateg0—2). It does
1= j=

not provide useful quantitative values for the MAP decoding

For the Rayleigh distributed fading channel, the fading vagains. Some efforts on the error probability analysis of trellis
ues—i.e., thehannel state informatiofCSI)—is incorporated codes at low SNR have appeared. For the BSC, a Markovian

into the decoding metric to choosey minimizing techniqgue was used to exactly determine the probability of
error of trellis codes with hard decision ML decoding [15].

Nofaeoo However, the method is computationally expensive even for

S |v —al#!|” = NolnPr(iy |4;_,) |- (6) two-state codes. Another approach appeared in [16], where

i=1 \j=l1 modifications of the union bound were described and very
tight upper and lower bounds for the error probability with
C. Bit Error Probability Upper Bound ML decoding were given. However, computational complexity

Using the union bound approach, the average bit err@@ain limits its use.
probability P, of trellis-coded systems may be upperbounded Another improved upper bound on the error event proba-
as [13] bility P, for the Viterbi decoder over the binary symmetric
- channel (BSC) was presented in [17]. At high error rates, this
o ) o upper bound does not give trivial values B, as in the case
i ZZ Z N (3, %) Pr(xn )P (% = Zn) - (1) of the standard union bound. Also, it may be deduced from
[17] that a higher length of an error event path contributes
where P(x,, — %,,) is the pairwise error probability betweento the reduction ofF.. In this work, we resort to computer
the sequences,, andx,,, Pr(x, ) is thea priori probability of simulations to accurately assess the performance of the MAP
transmitting the sequence,, and N,,(x,,,%,,) is the number decoder.
of bit errors when the transmitted sequengeis decoded as
X,. For the AWGN channelP(x,, — %, ) can be expressed . SIMULATED SYSTEMS
as [7]

n=1 X, Xp#Xn

A wide variety of system configurations have been simu-
2 N lated. The source is assumed to have one of four distributions.
L _ 2 In(P(x,)/P(x,))/dE Table | shows these distributions with their respective redun-
2N, 2 dancies. The first source is a nonuniformly distributed i.i.d.
(8) process. The second is a symmetric binary Markov source.
These two sources have the same total redundancy but in
whered? is the squared Euclidean distance betwegnand completely different forms; the i.i.d. source exhibits all its
%,. In enumerating the trellis paths, the super-state diagrapdundancy in its nonuniform distribution, while the symmetric
with 22 states is used, where is the number of memory Markov source exhibits all its redundancy in the form of
elements of the minimal encoder [13]. It is not possible to useemory. The last two distributions are asymmetric Markov
the reduced state diagram of the code for path enumeratsmurces; they are highly skewed to one form of redundancy.
even if the code satisfies the uniformity properties. This is BPSK, QPSK, and 8-PSK modulation schemes were used;
because not all sequences are equiprobable, and, hencejrtheach case, coherent detection is assumed. Trellis codes
paths will contributeunequallyto the upper bound. with different encoder rates and complexities were imple-

Px, - %,)=0Q
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mented. These different configurations are tested on twioreover, using this approach the codes are optimized for

channel models—a pure nonfading AWGN channel and beth channels. The spectral efficiency in this case is 1 b/s/Hz.

Rayleigh-distributed fading channel model with ideal intefEncoders with 4, 8, and 16 states were used. Their minimum

leaving. These two channel models describe the extreirdamming distances (in symbols) are 3, 4, and 5, respectively,

cases of channels encountered in practice. Hence, the resatis the normalized minimum Euclidean distances are 10, 12,

obtained over other channels (e.g., Rician) will lie in betweeand 14, respectively. A decoding buffer lengthSefwas used

our results. for these codes. The gains are very close to that of rate 1/2
For comparison purposes, uncoded BPSK-modulated sgsdes with BPSK modulation. The reason for this similarity

tems were simulated. Four different sources were used oi®ibecause the two systems have the same encoder rates and

both the Gaussian and Rayleigh channels. A two-state Vite@PSK signals have the same error performance as BPSK

decoder with sequence MAP detection was used. MAP dets@nals.

tion gains, compared to symbol-by-symbol ML detection, were

highly affected by the type of redundancy. Uncoded systergs g-psk-Modulated Systems

with redundancy in the form of memory have higher MAP Octal PSK modulati | imulated he eff
decoding gains than those with all or most of their redundanc cta modulation was aiso simulated to see the effect

due to a nonuniform distribution o¥ increasing the signal constellation. This system was con-
In coded systems, the chosen codes are optimized t;ucted using rate 2/3 codes with natural 8-PSK mapping;

the channel model assumed. The code design criterion ?gerboeck’s 8- and 16—.state codes were used .[19]' These
the AWGN channel is to maximize the minimum EuclideaﬁOde are (fortunately) optimum for both the Gaussian and the

distance of the code. For the Rayleigh channel, the desi?ﬁyleigh channels [20]. The minimum.Hamming distanp(_as (in
criterion is to maximize the minimum time diversity of the mbols) are two and three, respectively, and the minimum

code—i.e., its minimum Hamming distance in signal s mbolg_.uclid_ean distances are 4.586 and 5.172, respectively _[20]. A
€1 nimu ng di nsig y decoding buffer length o was used for these codes. Higher

MAP decoding gains than that of rate 2/3 codes with BPSK
A. BPSK-Modulated Systems are obtained. For example, at a decoding BER of 0.02 gains
For systems with BPSK modulation, two families of trellifMAP versus ML) are as high as 3.3 dB for the Gaussian
codes were used—rate 1/2 and rate 2/3 codes. Both famil@®mnnel and 4.6 dB for the Rayleigh channel for a correlated
of codes were obtained from [18] to maximize Hammingource with about 50% source redundancy.
distance; for trellis codes with BPSK modulation, there is
a one-to-one correspondence between the code’s miniM@Nopservations and Discussions

Euclidean distancéy,.. and its minimum Hamming distance To determine th ‘ f the diff t cod ¢
dy—i.e, dpee = 4E,dy. Therefore, the codes are optimized 0 determin€ the performance of the ditterent codes, exten-

for both channels sive simulations were performed. Tables II-V show the MAP

Rate 1/2 codes with 4-. 8- and 16-state encoders Wéjr%coding gains (versus ML decoding) for al! differe_nt systems
used for the four source models. Their minimum Hammin@t BER’s of 0.1, 0.05, 0.02, and 0.01. We first notice that the

distances are five, six, and seven, respectively. Their minim I Ins df'm'n'Sh ssdthe BER dicqeases. The d'm'nl\'/lslt]gg r?jtg IS
normalized Euclidean distances (ix../E;) are accordingly slower for uncoded systems. At lower error rates, ecoding

20, 24, and 28, respectively. The bandwidth efficiency of thegvé'" have only a very slight degradat'ion in error performance
codes are 0.5 b/s/Hz. A decoding buffer lengtl®efvas used, compared to sequence MAP (_jecodmg. This sgggests that, to
wherev is the number of memory elements in the encoder. /g&:duce the decoding computations, MAP decoding should only

a decoding bit error rate (BER) of 0.02, MAP decoding gair%e used when the channel is sufficiently bad.

(over ML decoding) are as high as 1.4 dB for the Gaussianwe. nc_>t_ice also. that the gains for the R_ayleigh channel
channel and 2 dB for the Rayleigh channel for a correlat e significantly higher than the corresponding gains for the
source with about 50% source redundancy AWGN channel. This is due to the relatively gradual slope of

Rate 2/3 codes with 4- 8-, and 16-state encoders w P& BER curves for the Rayleig_h system. T_his i_s very clear
also used to show the effect of increasing the encoder rat sr_uncoded systems where coding substantially improves the

higher MAP decoding gains were obtained. For example, %(?rformance over Rayleigh channels.

a decoding BER of 0.02, gains (MAP versus ML) are as Comparisons for the uncoded systems reveal that the type of

high as 2.5 dB for the Gaussian channel and 4.0 dB Ecgdundancy ;ignificantly affects the decloding gains, especially
the Rayleigh channel for a correlated source with about 5 { the Rayleigh channel. Redundancy in the form of memory

0 . . .
source redundancy. results in larger MAP decoding gains than does redundancy

in the form of nonuniform distribution. Another remark is that
the gains does not diminish quickly as the BER decreases.
B. QPSK-Modulated Systems This suggests that even at low error rates0~3) appreciable

For QPSK-modulated systems, the same rate 1/2 treljains over the Rayleigh channels may be obtained.
codes described above were used. However, each two-tupl&or the coded systems, it can be seen that the rate 1/2 codes
of bits is mapped to 2-D QPSK signal points. Gray mappingith BPSK and QPSK modulations give comparable gains.
was used so that maximizing the minimum Hamming distanddis is due to the fact that the same encoder is used and Gray-
corresponds to maximizing the minimum Euclidean distancmapped QPSK has the same error performance as BPSK. It can
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TABLE 1

MAP DECODING GAINS FOR DIFFERENT TRELLIS
Cobes oVERAWGN (RAYLEIGH) CHANNELS. SOURCE |
[witH DisTriBUTION Pr(0 | 0) = .8,Pr(1 | 1) = .2]
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TABLE V
MAP DEeCODING GAINS FOR DIFFERENT TRELLIS CODES
OVER AWGN (RAYLEIGH) CHANNELS. SOURCE IV [wITH
DistrRiBUTION Pr(0 | 0) = .2,Pr(1 | 1) = .9]

Modulation Rate Spectral Gains (BER) Modulation Rate Spectral | v ! Gains (BER)
Type Efficiency ’ 5% 2% Type Efficiency 0% 5% 2% ) 1%
BPSK uncoded 1 - 7 0.5(1.6) | 0.4(1.3) .2) BPSK uncoded 1 - 32.2(5.0) 1.1(3.2) | 0.7(2.7) | 0.6(2.5)
BPSK 1/2 1/2 2 0.9(1.1) | 0.6(0.8) 7 BPSK 1/2 1/2 2| 2.6(3.6) | 1.6(2.3) | 1.1(1.6) | 0.9(1.3)
BPSK 1/2 1/2 3 0.9(1.2) | 0.7(0.9) 8) BPSK 1/2 1/2 31 25(3.5) | 1.6(2.4) | 1.2(1.7) | 1.0(1.5)
BPSK 1/2 1/2 4 1.0(1.4) | 0.8(1.1) 9) BPSK 1/2 1/2 1112.90.9) | Lo@7) | L42.0) | 12007)
BPSK | 2/3 | 273 |2 17(2.6) | 1.1(1.9) 6) BPSK 2/3 23 | 2] 6.7(89) [ 3.4(.0) | 2.23.6) | 1.7(3.0)
BPSK | 2/3 | 2/3 |3 1.7(2.6) | 1.1(1.9) 6) BPSK 2/3 2/3 |3 6.5(8.7) | 3.4(5.0) | 2.3(3.6) | 1.8(2.9)
BPSK 2/3 2/3 4 | 1.7(2.7) | 1L.3(2.2) 9) BPSK 2/3 2/3 4 6.3(8.5) | 3.7(5.4) | 2.5(4.0) | 2.0(3.3)
QPSK 1/2 1 2 0.8(1.1) | 0.6(0.8) 6) QPSK 1/2 1 21 2.9(3.7) | 1.6(2.2) | 1.1(1.5) | 0.9(1.3)
QPSK 172 E 0.8(1.1) | 0.7(0.9) ) QPSK 1/2 1 3 ]| 2.5035) | 1.6(2.2) | 1.1(1.6) | 0.9(1.3)
QPSK 1/2 1 4 1.0(1.4) | 0.8(1.1) 0) QPSK 1/2 1 4] 2.9(3.9) | 1.9(2.6) | 1.4(2.0) | L1(L.7)
8PSK 2/3 2 3 2.4(2.8) | 1.7(2.1) 9) 8PSK 2/3 2 3 [ 7.509.4) [ 44(5.4) | 3.0(1.0) | 2.4(3.5)
8PSK 2/3 2 4 2.4(3.0) | 1.9(2.5) 1) 8PSK 2/3 2 4 7709.49) [ 27(5.9) | 3.3(1.6) [ 2.7(3.8)
TABLE Il Signal Costellation - -
MAP DECODING GAINS FOR DIFFERENT TRELLIS CODES 4-D Signal Points
oVER AWGN (RAYLEIGH) CHANNELS. SOURCE Il [wITH 1 x x 0
DisTRIBUTION Pr(0 | 0) = .8,Pr(1 | 1) = .8]
. S0=(0,0) S1=(0,2)
Modulation +  Rate Spectral | v Gains (BER) S2=(1,1)  S3=(1,3)
Type Efficiency 5% 2% S4=(2,2) 85=(2,0)
TSPSK uncoded 1 - 0.9(2.5) | 0.6(2.3) 2) 2 x x 3 S6=(3,3) S7=(3,1)
© BPSK R ERE 0.9(1.2) | 0.7(0.9) 8)
BPSK 1/2 1/2 3 0.9(1.1) | 0.7(0.9) 8)
BPSK 1/2 /2 (4 1.0(1.4) | 0.8(1.1) 0)
T BPsSK 23 23 |2 T 112 ] C:Eim Next
BISK 2/3 23 |3 AR | 1.1(1.8) ‘ state
~ BPSK 2/3 2/3 |4 18(2.7) | 1.3(2.3) 9) S0S45256 0 0
QISK 1/2 1 2 0.9(1.2) | 0.7(1.0) 9)
©QPSK 1/2 1 3 0.8(1.1) | 0.7(0.9) 8) S15553 57 . |
QrSK 1/2 1 4 1.0(1.3) | 0.8(1.1) 0)
~ 8PSK 2/3 2 3 15(2.1) | 1.1(1.8) RS 34508652 2 )
8PSK Y3 |2 1 2.2(2.8) | 1.8(2.4) 1)
S5S18783 3 3
TABLE IV S2 S6 S0 S4 4 4
MAP DEecoDING GAINS FOR DIFFERENT TRELLIS CODES
OVER AWGN (RAYLEIGH) CHANNELS. SOURCE Il [ wiTH S387S1S5 5 5
DistriBUTION Pr(0 | 0) = .9,Pr(1 | 1) = .8]
Modulation Rate Spectral tains (BER) S6 52 S4 S0 6 6
Type Efficiency 5% 2%
BPSK  [uncoded 1 |- 15(3.8) | 1.0(3.6) $7$3S5S] 7 7
BPSK 1/2 1/2 2 1.4(1.9) | 1.0(1.5) y . , ) . ) o
BPSK 12 12 p L3(L9) | 100.4) =~ Fig. 3. Four-dimensional signal points and the trellis diagram of the 4-D
QPSK eight-state encoder.
BPSK 1/2 1/2 4 1.5(2.2) | 1.2(1.8)
BPSK 2/3 2/3 2 2.6(1.1) | 2.0(3.4)
BPSK 2/3 2/3 |3 2.2(34) | 1.8(2.8) also be observed that the gains monotonically increase with
_ BPSK 2/3 2/3 |4 2.8(41) | 2.1(35) increasing the total redundancy; i.e., the effect of redundancy
~QPSK 1/2 L 2 1.4(1.9) | 1.0(1.6) type is not apparent as in uncoded systems. This is attributed
QPsK 172 ! 3 1.3(18) | 1.0(L4) to the fact that convolutional codes are constructed using finite
QPSK 1/2 ! ! 15(21) | L2(L6) state machines which introduce memory to the system. Even
8PSK 2/3 2 2.6(3.5) | 2003.1) 9 for sources with no memory, the coded bits will have some
8PSK 2/3 2 3.5(4.5) | 2.7(3.8) 34) memory correlation.
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Regarding the number of encoder memory elements,diécoding gains. The previously used eight-state Gray-mapped
can be seen that the major portion of decoding gains c&®PSK code has a minimum time diversity of four. Its normal-
be obtained using four-state codes. Although more complezed minimum Euclidean and product distances are 12 and 64,
codes improve the performance at low error rates, they do mespectively. If we compare this code with the codes in [21]
significantly improve the performance at relatively high erraand [22], we realize that it is optimized for both AWGN and
rates. This is because codes with more states suffer more frBiayleigh channels. An eight-state 4-D code is constructed. Its
error propagation at very high channel error rates. trellis diagram is shown in Fig. 3. Two information bits are

The effect of increasing the encoder rate is clear frodelivered to a rate 2/3 encoder every two signal intervals. The
the simulation results for rate 2/3 codes with BPSK mod@ncoder’s 3-b output is used to select one of the eight two-
lation—higher decoding gains are obtained. For example, fuple QPSK signal points. The bandwidth efficiency of this
Source IV a decoding gain of 2.2 (resp. 3.6) dB at a BEBbde is also 1 b/s/Hz, and its minimum time diversity is four.
of 0.02 is obtained over the AWGN (resp. Rayleigh) chann#ék normalized minimum Euclidean and product distances are
with a four-state rate 2/3 code, while the four-state rate 112 and 64, respectively—i.e., its asymptotic coding gain with
code achieves a decoding gain of only 1.1 (resp. 1.6) dBL decoding is the same as that of the 2-D QPSK scheme.
at the same BER and source model over the AWGN (redfig. 4 shows the performance of the two codes with ML
Rayleigh) channel. Increasing the encoder rate further wilecoding and source model IV over the Rayleigh channel.
also yield higher decoding gains. Another (perhaps surprisinf)sequence MAP decoding is used, the performance of the
observation is that the performance of the eight-state cotéo codes is different, especially at low SNR. Fig. 5 show the
is slightly worse than the performance of the four-state cogerformance of the two codes with MAP decoding. It is clear
at high error rates. This is because three memory elemetitat the 4-D QPSK scheme outperforms the corresponding 2-D
are used and one of the bits has only one delay elementQPSK scheme. Increasing the signal dimensionality is also
the encoder structure. As a result, the four-state code wakpected to yield more gains. However, since this will also
outperform the eight-state code at high error rates. This fastrease the number of signals per trellis branch, more delay
has an effect on the decoding gains for the two codes, andaind interleaving are required which may not be suitable for
some instances the decoding gains of the four-state code r@-time applications.
slightly higher than the gains for the eight-state code.

Finally, the effect of increasing the signal constellation
is shown in the results for the 8-PSK-coded systems. For IV. CELP LSP’s (DING

example, at a rate of 2/3, the decoding gains for the 8-PSKCodebook-excited linear predictive coding is a frame-
systems are higher than the gains for the same rate with BP&ffented technique that breaks a speech signal into blocks
modulation. This is because the signal constellation has mejfe samples that are processed as one unit. The particular
points and hence it is more sensitive to large noise values. Tfifplementation we consider is Federal Standard 1016 (FS
fact of increased MAP decoding gains is desirable since as t®16) 4.8-kb/s CELP [23]. The CELP parameters that are
demand increases for systems with higher spectral efficienciggnsmitted over the noisy channel include the stochastic
and hence higher signal constellations, more MAP decodiBgdebook index and gain, the adaptive codebook index (pitch
gains could be obtained. Decoding gains as much as 3.8 g§8ay) and gain, and ten ordered LSP’s. In the FS 1016
at a BER of only 0.01 are achieved (see Table V). CELP, each LSP is quantized by either a 3-b or a 4-b scalar
guantizer. The second through fifth LSP’s are quantized by
) i 4-b quantizers; the rest are quantized to 3 b. The quantized
E._ The _Effegt of Increasmg_the Signal LSP’s refer to frequencies that must be ordered (LSE-1
Dimensionality on MAP Gains LSP-2< --- < LSP-10). In this work, we consider only the
The previous results suggest that as the encoder ratehisee most significant bits of each LSP, ignoring the least
increased, the benefit of MAP decoding (relative to ML3ignificant bit in the second through fifth parameters.
increases. In trellis codes with multidimensional constellations The CELP encoder leaves some redundancy in the encoded
(i.e., dimension greater than two—also referred to as multiphé stream in the form of memory and nonuniformity. The
TCM), the information bits are grouped and sent over modeling of CELP-encoded speech is described in detail in
signaling intervals. For example, in the previously mentiond@]. This modeling is briefly described below. A large training
2-D Gray-mapped QPSK (2-D QPSK) one information b#equence consisting of 83 826 frames (about 42 min of speech)
is delivered to a rate 1/2 encoder every signal interval. Thiem the TIMIT speech database [11] was used to estimate
two encoder output bits are mapped to one of the QPSKe prior LSP distributions needed for the MAP decoding.
signals. The bandwidth efficiency is 1 b/s/Hz. Suppose vi®r every 30 ms of speech, an LPC analysis was performed
have a 4-D QPSK scheme with the same bandwidth effiecording to FS 1016 standards to arrive at the ten quantized
ciency and ML coding gains. What is the performance afSP’s. The relative frequency of transitions between the values
the two codes with sequence MAP decoding? The prewf the three high-order bits of each LSP were compiled to
ous results suggest that the 4-D QPSK-coded system vaktract Markov transition probabilities.
perform better. Suppose we encode a segment of speech using FS 1016
A comparative example is used here to show the effect GELP, resulting in a sequence of CELP frames. The quantized
increasing the signal dimensionality on the sequence MAFRSP frames ar@pproximatedoy a (block) stationary Markov
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process [6]. Denote the process entropy rate (in bits/frami),, (and sop7) were estimated by observing a long training
by H., which represents the minimum number of bits pesequence and matching the observations to a particular model
frame required to describe three bits. The CELP encodefra random process; the entropy rate of the model process
produces 30 b/frame to describe the LSP’s, sorgsddual was then computed and used as our estimat gf
redundancy-i.e., the total redundancy (per frame) in the Two models for the generation of LSP’s distribution are
CELP-encoded LSP's—is proposed.

* Model 1—which does not attempt to take into accoamy

pr = 30 — H,, (bits/frame) correlation between frames—indicates that = 9.867

(9)
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of the 30 high-order bits in the LSP’s are redundant. TABLE VI
Approximately pp = 5.275 bits of redundancy were SEQUENCE MAP DECODING GAINS FOR THE CELP-ENCODED
. .. . s SPEECH WITH FOUR-STATE 4-D QPSK TCM SHEMES

due to the nonuniform distribution of the LSP’s, and OVER BOTH AWGN AND RAVLEIGH CHANNELS

approximatelypy; = 4.593 bits of redundancy were due . _ ;

to the memory within a frame Decoding | Channel SD(dB) P(%)

. . . ;2- s Ty J 9. 1:_7 3. ‘Lr (“ r(?] 97 :‘(‘,,

« Model 2—whichdoestake into account both interframe Gains | Tvpe |20,25]3085[1%[ 5% [ 10% | 15%

MAP 1 | AWGN | 1215118 2108 L1 13 ] 16

and intraframe correlation—indicates that = 12.485 of
the 30 high-order bits in the LSP’s are redundant. Once " ML | Ravleigh [2.4]271209 /32202122 | 23
again, pp = 5.275 bits of redundancy were due to the MAP 2 | AWGN 403)04]04]04]02]03) 0.3 | 0.3
nonuniform diStributiOﬂ Of the LSP,S, Wh”ﬁ]\{ — 7911 vs. MAP 1 | Rayleigh q.( 0.8 U.8< 0:8 0306 06 0.6

. - MAP 2 | AWGN |15 ]19] 22|25 1014 16 | 1.9

bits of redundancy were due to the memory remaining ' A A i
both within a frame and between frames v ML Rayleigh | 3.1 | 3.3 3.7 14023 ]26| 2.8 | 29

We employ three soft-decision decoding schemes based on

the Viterbi decoding algorithm. TABLE VII

« ML—a maximum likelihood Viterbi decoding algorithm SE%‘;EEEE '\\fvﬁ': gzﬁ’ft’s'?;gz'”; EOSSEET%EALZE;;EEED
which does notutilize the LSP’sa priori information. OVER BoTH AWGN AND RAYLEIGH CHANNELS

* MATh 1_tﬁ ;naXerU{na p(ljStter:Ion (,(\j/IAF(;) deCO(;jlng tal-th Decoding | Channel SD(dB) ) P,(%)
gorithm that exploits only the redundancy due 10 the Gains Type |20 1 25(3.0]35|1% | 5% | 10% | 15%

nonuniform distribution of the LSP’s and their correlation -
within a frame—approximately 10 b/frame.

* MAP 2—which exploits the redundancy from the nonuni-
form distribution of the LSP’sa.nd their interframe and v, MAP 1 | Rayloigh | 0.8 |08 [08 [09 |05 06 ] 0.6 | 0.6
intraframe correlation—approximately 12.5 b/frame. MAP 2 | AweN 115 1sl2i 2409 (13 16 1 17

A decoding buffer length of ten symbols is used to limit the ve. ML | Rayleigh | 3.1 |32 |34 38|24 25| 26 | 27
decoding delay. All algorithms are implemented so as to yield -
a decoding delay of only one frame.

"MAP 1 | AWCGN [ t1]13]16]18]o7]10] 12| 13
vs. ML | Rayleigh | 2.3 |24 |26 |29 19|19 20 | 21
MAP2 | AWGN Jo4 |05 |05|06]02]03] 04 | 04

_ interleaved Rayleigh channel. After appropriate demodulation,
A. Coding of the LSP’s the signals were decoded with the proposed channel decoders

Since the quantized LSP’s are represented by 3 b, every@ﬂd the decoded LSP’s were fed into the CELP decoder for
nary three-tuple representing one LSP must be encoded ev&gech reconstruction. The decoder buffer length is set to ten
encoder time unit. In [6], a rate 3/4 binary convolutional coggymbols [24]. This allows interleaving to be done within only
with BPSK modulation was used. The resulting system spectfle frame, and so only a delay of one frame exists. Note that
efficiency was 0.75 b/s/Hz. To increase the spectral efficienggdquence MAP decoding does not introduce any additional
we propose using QPSK modulation. The proposed codes 8fsay.
four-state and eight-state rate 3/4 codes with 4-D QPSK. TheirThe testing sequence consisted of 4753 frames (about 2.2
spectral efficiency is 1.5 b/s/Hz. These codes were desigrigth of speech)—48 sentences, half uttered by female speakers
for Rayleigh fading channels [24]. Moreover, their minimun@nd half by male speakers from different dialect regions. No
Euclidean distances are the same as the corresponding cSdk@aker appeared in both the training and testing sequences.
designed for the AWGN channel [21]. This means that botthus, the approach used in this simulation was to use a single
codes are optimum for both channels. The minimum Euclidea#hiversal” model—constructed from a very large training
distances of the four-state and eight-state codes are six &8fuence—to decodsl the speech samples.
eight, respectively. The minimum time diversity of both codes In evaluating the performance of the various decoders, we
are two. However, the minimum product distance of the eigh¢se two criteria. The first is the average spectral distortion
state code is 16, which is twice that of the four-state code3D), the most commonly used distortion measure for the
It should be pointed out that the number of branches in th&P’s [25]. More specifically
minimum-length error event path for the four-state code is two 1z -
while that of the eight-state code is one (i.e., corresponds to SD= — Z [/ (10logyq S;(w)
parallel branches). The effect of this will be clear from the szl —=
simulations. 1

5 sdw]?
— 10logyy S;(w))*—| dB  (10)

B. Simulation Results 2m

Simulations were used to determine the performance where S;(w) and S;(w) are the original and reconstructed
the proposed decoding algorithms. The three high-order b#fgectra associated with frameand is the total number of
of each of the ten quantized LSP’s were channel encodigdmes. Roughly speaking, an average spectral distortion of 1
using the two codes described above. The outputs of tHB or less is equivalent to perceptually transparent encoding
channel encoders were then mapped to a pair of QPSK sigrnafigshe LSP coefficients [25]. In addition to average spectral
and transmitted over either the AWGN channel or the fullgistortion, the percentage of outliers—i.e., the fraction of
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Fig. 7. Spectral distortion versus, /N, for the eight-state 4-D QPSK scheme: solid (Rayleigh) and dashed (AWGN).

frames with distortion greater than 4 dB—was also compileshown for a P, values of 1%, 5%, 10%, and 15%, since
during the simulation. It should be noted that the spectratror concealment and interpolation are madé’as as high
distortion introduced by CELP’s scalar quantizer alone (whers 15%.
the channel is noiseless) is around 1.50 dB with 0.08% oflt is clear that the gains over the Rayleigh channel are
outliers >4 dB. higher than the gains over the AWGN channel. Moreover,
The second measure of the decoders’ performance is symsighificant gains are achieved. For example, at an average
error rate(P;), i.e., the fraction of LSP’s the decoder decodespectral distortion of 2 dB, total MAP decoding gains of 1.5
incorrectly. Tables VI and VIl indicate the MAP decodingand 3.1 dB were achieved over the AWGN and Rayleigh
gains for the two codes over both channels. The gains ateannels, respectively. Spectral distortion gains are shown
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Fig. 8. Spectral distortion versus, /N, for the eight-state 4-D QPSK scheme (dashed) and the I-Q QPSK 32-state code (solid) over the Rayleigh channel.

TABLE VIl using encoder Q. The transmitted signal is QPSK where its
SEQUENCE MAP 1 DECODING GAINS FOR THE in phase (quadrature) are specified by encoder | (encoder Q).
CELP-ENCODED SPEECH WITH 32-STATE 1-Q QPSK TCM - . . R .
SCHEME OVER BoTH AWGN AND RAYLEIGH CHANNELS Only quel 1 for thea pr|or|.LSP s |nfor'mat|on is used (i.e.,
correlation between frames is not exploited) and a delay of two
, - e o — frames is imposed. The same 32-state rate 3/4 code proposed
. Gains ,,,”f?"’, 20] 25| “_) EE Vi > l% ’[ 1% in [6] is used. Using this approach, larger MAP decoding gains
MAD 1| AWGN |21 /242518107 10 12 ‘ LA are obtained. Table VIII displays the decoding gains obtained
vs. ML | Raylelgh |37 |41 ]42[45 |87 ]41] 44 | 46 using this scheme. Also, a comparison between this code and
the previous ones in Fig. 8 shows that the I-Q code is achieves
éa very robust performance at very noisy channel conditions.

Decoding | Channel SD(dB) P.(%)

in Figs. 6 and 7. Also, Tables VI and VII summarize th
decoding gains for various SD aid] values. It is noticed that
the large portion of the gains can be achieved using Model 1.

This agrees with the calculation of the redundancies for both V. CONCLUSION

models, where the second model gives only 2.5-b add|t|onalIn this paper, we considered sequence maxinaiposte-

redundancy. A comparison between the two codes shows théh (MAP) decoding of correlated signals transmitted over

even though the eight-state code outperforms the four—st%ery noisy AWGN and Rayleigh channels. A first-order two-
code at high SNR’s, the MAP decoding gains for the fOUI’S-t

. . : ) te Markov model is used for the source. A variety of
state code are slightly higher. The reason for that is attrlbutafﬁerent systems with different sources, BPSK, QPSK, and

to the codes’ minimum error event path length, which afhfeCEXS-PSK modulation schemes and different encoder complexities
the performance at low SNR. were simulated. Sequence MAP decoding (compared to ML
i L decoding) proves to substantially improve the performance at
C. Coding of CELP LSP’s via I-Q QPSK very noisy channel conditions, especially for systems with
In this section, another coding scheme is proposed. In [268)oderate redundancy. The MAP decoding gains when the
it was shown that so-called “I-Q” trellis codes—in which thehannel is Rayleigh distributed are higher than the gains when
in-phase and quadrature components of the transmitted sigi@ channel is AWGN. Most of the MAP decoding (relative
are encoded independently—can offer higher minimum timie ML decoding) gains are achieved with low complexity
diversities. Also, the increased encoder rate gives higher @mcoders. Moreover, trellis-coded systems with higher encoder
coding gains. These two features are used together to providtes have significantly more MAP decoding gains. Also, more
a robust system with a bandwidth efficiency of 1.5 b/s/Hzlecoding gains are obtained for encoders with larger signal
The proposed scheme is outlined as folloiaio framesare constellations. A comparative example of a 4-D versus a 2-D
encoded together using two rate 3/4 encoders. Each encattmrstellations shows that the multidimensional constellation
is mapped to a binary antipodal signal. The first frame &chieves more MAP gains than its corresponding trellis-coded
encoded using encoder | and the second frame is encodetieme with 2-D constellation.
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Trellis encoding the CELP LSP’s with 4-D QPSK modu{24] L.-F. Wei, “Coded M-DPSK with built-in time diversity for fading

lation is also presented. Two source models are used. One Shamnels 'IEEE Trans. Inform. Theoqyvol. 39, pp. 1820-1839, Nov.
is based on the intraframe correlation while the second opg) R Laroia, N. Phamdo, and N. Farvardin, “Robust and efficient quanti-

models both intraframe and interframe correlations. Coding zation of speech LSP parameters using structured vector quantization,”
gains as much as 4 dB are achieved. Finally, a comparisgl% in Proc. ICASSP-81pp. 661-664.

. A S. Al-Semari and T. Fuja, “I-Q TCM: Reliable communication over the
between the conventionally designed codes and an I-Q QP Rayleigh fading channel close to the cutoff ratéEEE Trans. Inform.

scheme shows that the I-Q scheme achieves better performanceTheory vol. 43, pp. 250-262, Jan. 1997.
although only the correlation within a frame is exploited.
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