
The Bernoulli family and the 
development of  analysis



Leibniz and Acta Eruditorum
 Though Newton and Leibniz discovered calculus 

independently, and there were priority fights, the 
development of  calculus in England was slow while 
the development in continental Europe was faster 
since Leibniz communicated his ideas freely 
through his journal Acta Eruditorum.

 Two Swiss brothers, Jacques (or James) Bernoulli 
(1654-1705) and Jean (or John) Bernoulli (1667-
1748) became devoted disciples of  Leibniz by 
studying and learning from his papers published in 
Acta Eruditorum.



The Bernoulli genealogy
 In a single century, the family 

produced eight mathematicians.
 Jacques (or James) Bernoulli is 

perhaps the most famous, with his 
solution of  the brachistochrone
problem and the isoperimetric 
problem, as well as his discovery of  
the “law of  large numbers” in 
probability theory.

 James taught his brother Jean 
mathematics, but there seemed to be 
some sibling rivalry between them.

 The Bernoulli family also taught the 
great Euler and many of  them held 
professorships at the University of  
Basel in Switzerland.



The Basel problem

 Jacques Bernoulli was fascinated by the problem of  
determining the sum of  the reciprocals of  the 
squares, which became known as the Basel 
problem.

 He knew the series was convergent but that it 
equals π2/6 is a famous theorem of  Euler of  1736, 
some thirty years after the death of  Jacques.



The Bernoulli inequality
 The inequality (1+x)n> 1+nx when x > -1 and n is a natural number 

> 1 is often attributed to Jacques Bernoulli but has since been found 
in the 1670 papers of  Isaac Barrow, the teacher of  Isaac Newton.

 Nowadays, with the calculus, the proof  is simple enough:  consider 
the function f(x) = (1+x)n -1 –nx.  We want to show that f(x) >0 if  
x>-1.   For x>0, the result is clear by the binomial theorem.  So we 
focus on -1<x<0.  

 We differentiate with respect to x, and get f ’(x) = n(1+x)n-1 – n 
which is negative if  -1< x<0.  

 Thus, the function f(x) is a decreasing function on (-1,0).  
 Hence f(x) > f(0)=0 for n>1.



Compound interest and e
 Long before Euler discovered e, 

Jacques Bernoulli encountered it in 
dealing the problem of  compound 
interest.



The Bernoulli numbers
 These numbers first arose in Jacob Bernoulli’s book 

Ars Conjectandi which laid the foundations of  
probability theory.

 Bernoulli was seeking a formula for the k-th powers 
of  the first (n-1) numbers:

Bernoulli discovered the general formula is a polynomial of degree k+1 in n:



The generating function of  the 
Bernoulli numbers
 We can package the Bernoulli numbers into a power series so that their 

definition becomes evident:

An expansion (via long division) shows that the Bernoulli numbers are rational numbers.

From this definition, we also see that they satisfy a simple recursion formula.



A simple and (modern) derivation
 Here is a simple way of  deriving this formula using the method 

of  generating functions, which we have already seen in 
understanding recurrence sequences.



L’Hospital’s rule
 Jean Bernoulli tutored a young French marquis, G.F.A. de l’Hospital

(1661-1704) in the new calculus.
 It seems that under the agreements of  this tutelage, L’Hospital

would (or could) publish any results of  Bernoulli under his name, 
which he did.

 The most famous of  these is the l’Hospital rule (1694) used by 
calculus students today the world over.



The l’Hospital – Bernoulli controversy
 L\Hospital’s rule appears in the book Analyse des 

infinment petits written by him in 1696.
 The work was a great success and went into 

numerous editions in the next century.
 In 1704, after l’Hospital’s death, Bernoulli publicly 

accused him of  plagiarism and contemporaries 
regarded these accusations as unfounded.  So the 
name stuck!

 But after the Bernoulli- l’Hospital correspondence 
was discovered, it is now realised that much of  the 
work is due to Jean Bernoulli.



Bernoulli trials and coin tossing
If we flip a fair coin a 100 times say, we expect that 
“roughly” half the time we will get heads and half the 
time we will get tails.
Any experiment with only two possible outcomes is 
called a Bernoulli trial.
Can we make this mathematically precise?
Consider the set:



The standard deviation
 The possible values of  s(σ) 

range from –N to N.
 If  we plot all the 2N

possibilities, we will get a 
graph of  the following 
shape:



Towards the central limit theorem and 
the law of  large numbers
 Jacques Bernoulli certainly understood what was needed to be 

studied in the problem of  Bernoulli trials.
 Though he set up the problem, he could not solve it.
 It was solved later by de Moivre using Stirling’s formula for the 

asymptotic behaviour of  n!
 The final theorem is:
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