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Abstract. Let E be an elliptic curve defined over Q. Let E(Fp) denote
the elliptic curve modulo p. It is known that there exist integers i p and
f p such that E(Fp) ∼= Z/ i pZ × Z/ i p f pZ. We study questions related to
i p and f p . In particular, for any α > 0 and k ∈ N, we prove there exist
positive constants cα and ck such that for any A > 0

∑

p≤x

(log i p)
α = cα li(x) + O

(
x

(log x)A

)

and
∑

p≤x

τk(i p) = ck li(x) + O

(
x

(log x)A

)

unconditionally for CM elliptic curves, where τk(n) is the number of ways
of writing n as a product of k positive integers. For a CM curve E and
0 < α < 1, we prove that there exists a constant c′

α > 0 such that

∑

p≤x

iα
p = c′

α li(x) + O
(

x
3+α

4 (log x)
1−α

2

)
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if GRH holds. For a non-CM curve E and 0 < α < 1/2, we prove that
there exists c′′

α > 0 such that

∑

p≤x

iα
p = c′′

α li(x) + O
(

x
5+2α

6 (log x)
4−2α

3

)

if GRH holds.

1991 Mathematics Subject Classification. 11N37, 11N36, 11R45, 11G05

1. Introduction

Let E be an elliptic curve defined over Q of conductor N . For a prime p � N ,
let E be the reduction of E modulo p. This is an elliptic curve defined over
Fp := Z/pZ. Hasse’s Theorem [20, Theorem V.1.1] states |ap| ≤ 2

√
p

where

ap := p + 1 − #E(Fp) (1.1)

We also have that there exist unique positive integers i p and f p such that
E(Fp) ∼= Z/ i pZ×Z/ i p f pZ. To see this let Fp be the algebraic closure of Fp.
Then, E(Fp) is a finite group since it is the set of solutions to a non-singular
cubic curve with components in Fp. For any elliptic curve Ẽ defined over a
field k, let Ẽ[k] denote the set of k-rational points which are annihilated by the
mapping P �→ k P . We have E(Fp) ⊂ E(Fp)[k] for some k with #E(Fp)|k
since E(Fp) is finite. By [20, Corollary III.6.4], we have E(Fp)[k] = Z/kZ×
Z/kZ. So, E(Fp) ∼= Z/ i pZ × Z/ i p f pZ by the Fundamental theorem of
finitely generated Abelian groups. As such, we have #E(Fp) = i2

p f p. Our
main interest is in the sequence i p as p ranges over all primes p.

We note that E(Fp) is cyclic if and only if i p = 1. The question of how
often E(Fp) is cyclic has been studied before by many authors. Borosh,
Moreno, and Porta [4] computationally showed that we expect this to occur
often. Serre [18] showed that on the generalized Riemann hypothesis (GRH)
for the Dedekind zeta functions of the division fields Q(E[k]) we have

NE (x) := #{p ≤ x : p � N, E(Fp) is cyclic} ∼ cE li(x) (1.2)

where cE is a positive constant if and only if Q(E[2]) �= Q, where Q(E[k]) is
smallest field containing the coordinates x, y for all (x, y) ∈ E[k], and where
li(x) := ∫ x

2
dt

log t . Murty [16] removed the dependence of GRH in (1.2) in the
case E has complex multiplication (hereafter denoted by CM):

NE (x) = cE li(x) + ON

(
x log log x

(log x)2

)
. (1.3)
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In [17], he showed for certain non-CM elliptic curves, there exist infinitely
many primes p such that E(Fp) is cyclic. Gupta and Murty [12] showed that
for any elliptic curve E such that Q(E[2]) �= Q, the following relation holds

#{p ≤ x : p � N, E(Fp) is cyclic} �N
x

(log x)2 .

In [5], Cojocaru proved that (1.2) only needs a 3/4-GRH. That is, there are no
zeroes of the Dedekind zeta functions of Q(E[k]) in the region (s) > 3/4 as
k ranges over squarefree integers. In [6], she also simplified the unconditional
proof of when E has CM, and in [8], she and M. Ram Murty proved that if
the GRH is assumed, then the relation becomes

NE (x) = cE li(x) + ON (x5/6(log x)2/3)

if E does not have CM and

NE (x) = cE li(x) + ON (x3/4(log x)1/2)

if E has CM. Here the dependence on the conductor N in the error terms can
be made explicit. Similar results exist for NE (x;w) := #{p ≤ x : p � N,
i p = w} where w ∈ N is fixed (see [7, Theorem 2]).

1.1 Generalizing Serre’s result

Note that
NE (x) =

∑

p≤x
p�N

χ{1}(i p),

where for S ⊂ N, we define χS(n) = 1 if n ∈ S and χS(n) = 0 otherwise.
We would like to know when can χ{1} be replaced by a function f : N → C

and the relation ∑

p≤x

f (i p) ∼ cE, f li(x)

holds where cE, f is a constant depending on E and f ?
Kowalski [15, Proposition 3.8] has shown the following unconditional

result:
∑

p≤x

i p �
{

x log log x
log x if E has CM

x
log x otherwise

.

In fact, this result is true for any elliptic curve E defined over a number
field K , where the above implied constant is now dependent on K . Define
τ (n) = ∑

d|n 1. Akbary and Ghioca [2] have shown
∑

p≤x

τ (i p) = cE li(x) + O(x5/6(log x)2/3) (1.4)
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if GRH holds, and

∑

p≤x

τ (i p) = cE li(x) + O

(
x

(log x)A

)

unconditionally for any A > 1 if E has CM with endomorphism ring
isomorphic to the ring of algebraic integers of some imaginary quadratic
field. They have also shown that (1.4) can be generalized to Abelian varieties
defined over Q which have a one-dimensional subvariety which is also
defined over Q.

1.2 Definitions and notation

Throughout, the letter E will denote an elliptic curve defined over Q of
conductor N . In particular, E(Q) is an Abelian group with additive identity 0.
For k ∈ Z, we define

E[k] := {(x, y) ∈ Q
2

: k(x, y) = 0}.
We similarly define E(K )[k] for any field K with Q ⊂ K . We denote by
Q(E[k]) the smallest field containing Q and the set {x, y : (x, y) ∈ E[k]}.
We say that E has CM if the endomorphism ring of E is larger than Z.
See [20, §III.4] for more information about the endomorphism ring of elliptic
curves. See [20, Appendix C], [21, Chapter II], or [25, Chapter 10] for more
information about complex multiplication.

The letters p and q will denote prime numbers with p � N . We note that
this will not affect the proofs as there are only finitely many primes which
divide N . Also, d, k, m, n, and w will denote positive integers, and x, y, and
z will denote positive real numbers.

By the notation f (x) = O
(
g(x)

)
or f (x) � g(x), we mean that there

exists a constant C such that for all x in the domain of f and g we have
| f (x)| ≤ Cg(x). By f (x) = OE

(
g(x)

)
or f (x) �E g(x) we mean that

the above constant is dependent on E . We may be more explicit with this
notation. For example, we may write f (x) �N g(x) if the constant C is
dependent on the conductor N . By f (x) ∼ g(x) we mean

lim
x→∞

f (x)

g(x)
= 1

where x in the above limit is restricted to the domain of f and g.
For x ≥ 2, define the logarithmic integral by the following function

li(x) :=
∫ x

2

dt

log t
.
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For b, k ∈ N, define π(x; k, b) = #{p ≤ x : p ≡ b mod k}. For m ∈ N,
define

πm(x) := #{p ≤ x : m|i p}.
We also define the following arithmetic functions: for all n ∈ N, we have

�(n) :=
{

log p if n = pα for some α ∈ N

0 otherwise

ω(n) := #{p|n},
�(n) := #{pα|n : α ∈ N},
ϕ(n) := #{1 ≤ a ≤ n : gcd(a, n) = 1},

μ(n) :=
{

(−1)ω(n) if n is squarefree

0 otherwise
,

τ (n) := #{d|n},
for k ∈ N,

τk(n) := #{(a1, a2, . . . , ak) ∈ Nk : n = a1a2 · · · ak},
and for α ∈ R,

σα(n) :=
∑

m|n
mα.

The functions �, ϕ, and μ are known as the von Mangoldt function, the Euler
totient function, and Möbius function, respectively.

For K an algebraic number field, we define OK to be the ring of algebraic
integers of K . The letter p will always denote a prime ideal of OK . For a non-
zero ideal a of OK , define N(a) to be the index of a inside OK . We define the
number field analogue of ϕ, the Euler totient function, as follows: let a be a
non-zero ideal a in OK . The number of residue classes relatively prime to a in
OK is �(a). As when K = Q, we have the following multiplicative formula
for �

�(a) = N(a)
∏

p|a

(
1 − 1

N(p)

)
. (1.5)

1.3 Statement of results

We first introduce two hypotheses: let α and β be real numbers with α non-
negative. Let g : N → C. We say that Hypothesis H(g;α, β) holds if

∑

m≤x

|g(m)| � x1+α(log x)β .
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We say that Hypothesis H ′(g;α, β) holds if
∑

m≤x

|g(m)|2 � x1+α(log x)β .

In §4, §5, and §6, we will prove the following result:

Theorem 1.1. Let E be an elliptic curve. Let f : N → C and g : N → C

be such that
f (n) =

∑

d|n
g(d)

for all n ∈ N.

(a) Suppose E has CM, and suppose H(g; 0, β) and H ′(g; 0, γ ) hold for
some real numbers β and γ . Then, there exists a constant cE, f such that

∑

p≤x

f (i p) = cE, f li(x) + OE

(
x

(log x)A

)

for all A > 1.
(b) Suppose E has CM and H(g;α, β) holds for some α < 1 and for some

β ∈ R. Suppose further that GRH holds for E. Then, there exists a con-
stant cE, f such that

∑

p≤x

f (i p) = cE, f li(x) + OE

(
x

3+α
4 (log x)

2β−α−1
2

)
.

(c) Suppose E does not have CM and H(g;α, β) holds for some α < 1/2
and for some β ∈ R. Suppose further that GRH holds for E. Then, there
exists a constant cE, f such that

∑

p≤x

f (i p) = cE, f li(x) + OE

(
x

5+2α
6 (log x)

(1+β)(2−α)
3

)
.

(d) Suppose E has CM and H(g; 2, −β) holds for some β > 2. Suppose
further that GRH holds for E. Then, there exists a constant cE, f such that

∑

p≤x

f (i p) = cE, f li(x) + OE

(
x

(log x)β−1

)
.

In §7, we will give some applications of this result. In particular, we will
show that the functions (log n)α , ω(n)k , �(n)k , 2ω(n)k , and τk(n)r where k
and r are fixed non-negative integers and α is a fixed non-negative real number
which all satisfy the hypotheses of Theorem 1.1 (a), (b), and (c). We will also
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show that the functions nα and σα(n) satisfy the hypotheses of Theorem 1.1
(b) and (c) where α must be in the ranges given in (b) or (c) of this theorem.
Theorem 1.1 (d) and the results for functions nα and σα nearly answer a prob-
lem posed by Kowalski ([15, Problem 3.1]).

We are able to apply Theorem 1.1 to ep := i p f p, which is the exponent of
E(Fp), and to f p to obtain the following result.

Theorem 1.2. Let k be a fixed positive integer. Then, there exist constants
cE,k and cE,2k such that

∑

p≤x

ek
p = cE,k li(xk+1) + O(xk E(x))

and ∑

p≤x

f k
p = cE,2k li(xk+1) + O(xk E(x)),

where

E(x) =

⎧
⎪⎪⎨

⎪⎪⎩

OE (x3/4(log x)2) if E has CM and GRH holds for E

OE (x5/6(log x)2) if E does not have CM and GRH holds for E

OA,E

(
x

(log x)A

)
if E has CM

.

This result improves and generalizes the result of Freiberg and Kurlberg [10].
See also [14,26].

In §7, we also prove the following result:

Theorem 1.3. Let E be an elliptic curve. Suppose E has CM. Then, for
every C > 0, there exists x0 := x0(C) such that for x ≥ x0, we have

∑

p≤x

i p ≥ C
x log log x

log x

unconditionally. That is,

lim
x→∞

(∑
p≤x i p

)
log x

x log log x
= +∞.

2. Outline of proofs

In order to evaluate the summations in question and πm(x) = #{p ≤ x : m|i p}
in particular, we need the following classical result:

Lemma 2.1. Let m ∈ N be fixed. Let p � N. Then, m|i p if and only if p
splits completely in the field Q(E[m]).
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Proof. See [16, Lemma 2], [8, Lemma 2.1], or [2, Lemma 3.2]. �

We also need the following bound on i p.

Lemma 2.2. For any p � N, i p ≤ √
p + 1.

Proof. By Hasse’s theorem (1.1), we have

i2
p|#E(Fp) = p + 1 − ap ≤ p + 1 + 2

√
p = (

√
p + 1)2 ≤ (

√
x + 1)2.

Thus, i p ≤ √
x + 1. �

Let f : N → C. We now ask when does the following relation hold for f

∑

p≤x

f (i p) ∼ cE, f π(x)

where cE, f is a constant depending on E and f ?
Note that if we write

f (n) =
∑

m|n
g(m)

where g : N → C, then

∑

p≤x

f (i p) =
∑

p≤x

∑

m|i p

g(m) =
∑

m≤√
x+1

g(m)
∑

p≤x
m|i p

1 =
∑

m≤√
x+1

g(m)πm(x)

(2.1)
by Lemma 2.2.

We note that it is always possible to write

f (n) =
∑

m|n
g(m)

by the Möbius inversion formula (see [9, Theorem 1.2.2]).
Break the final summation in (2.1) as follows:

∑

p≤x

f (i p) =
∑

m≤y

g(m)πm(x) +
∑

y<m≤√
x+1

g(m)πm(x).

Now, GRH, the effective Chebotarev density theorem, and Lemma 2.1 or class
field theory and a generalization of the Bombieri-Vinogradov theorem allow
us to handle the first summation. Techniques of [8] or [16] allow us to handle
the last summation. See also [3].
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3. Preliminaries

3.1 The Chebotarev density theorem for the division fields

We will need the following corollary of the effective Chebotarev density
theorem [19], Lemma 2.1, and [20, Theorem VII.7.1].

Theorem 3.1. Let m ∈ N. Suppose GRH holds for the Dedekind zeta
function of Q(E[m]). Then,

πm(x) = li(x)

[Q(E[m]) : Q]
+ O(

√
x log(m N x)).

Proof. See [8, Section 3] or [2, Corollary 3.4]. �

For the size of [Q(E[m]) : Q], we have the following result.

Lemma 3.2. Let E be an elliptic curve defined over Q.

(a) Then,
m2−ε �E,ε [Q(E[m]) : Q] ≤ m4

for any ε > 0.
(b) Suppose E has complex multiplication by the full ring of integers OK of

a quadratic imaginary field K . Then, for any positive integer m ≥ 3,
we have

[Q(E[m]) : Q] � �(mOK ).

In particular,
ϕ(m)2 � [Q(E[m]) : Q] � m2.

Proof. (a) For the lower bound see [2, Equation (3.1)]. The upper bound
is a consequence of injectivity of the Galois representation φm : GalQ
(Q(E[m])) → GL2(Z/mZ) associated to E (see [22, Galois Represen-
tation Theorem on p. 196]).

(b) This is [8, Proposition 3.8]. We note this proof restricts to E with
CM by the full ring of integers of an imaginary quadratic field. How-
ever, the proof extends to E with CM by an order of such a field (see
[10, Proposition 3.2.d]). �

These bounds on [Q(E[m]) : Q] and the previous asymptotic will allow
us to obtain an asymptotic formula for small m. For large m, we need the
following result.

Lemma 3.3. For 3 ≤ m ≤ √
x + 1, we have πm(x) � x

m2 .

Proof. For squarefree m, this is [3, Lemma 2.5]. The same proof works for
generic m by [6, Lemma 2.2] or [16, Lemma 5]. �



280 Adam Tyler Felix and M. Ram Murty

3.2 Complex multiplication and class field theory

Let E be an elliptic curve with complex multiplication by an order in the ring
of algebraic integers OK of an imaginary quadratic field K . Then, by [20,
Appendix C, Example 11.3.1], we have that K has class number 1. We say
a and b are equivalent (and write a ∼ b) if there exist α, β ∈ OK such that
〈α〉a = 〈β〉b. We say that a and b are equivalent modulo q if both a and b
are relatively prime to q, there exist α, β ∈ OK such that α ≡ β ≡ 1 mod q,
and 〈α〉a = 〈β〉b. This is an equivalence relation with h(q) = �(q)/T (q)
equivalence classes, where � is the number field analogue of the Euler totient
function and T (q) is the number of residue classes modulo q that contain a
unit.

Let N(a) denote the norm of an ideal a ⊂ OK . For a and q with
gcd(a, q) = 1, define

πK (x; q, a) := #{p : p is a prime ideal, N(p) ≤ x, p ∼ a mod q}.
Denote by m the ideal mOK where m ∈ N. The ideal f will denote an ideal
of OK which has prime ideal divisors in OK which are prime ideals of bad
reduction of E over K . We will need the following lemma:

Lemma 3.4. Let E be an elliptic curve defined over Q which has CM by
OK for some imaginary quadratic field K . Let m ≥ 1 be an integer. Then,
there is an ideal f of OK and t(m) ideal classes modulo fm represented by
m1,m2, . . . , mt (m) with the following property: if p is a prime ideal of OK

with p � fm, then p splits completely in K (E[m]) if and only if p ∼ mi mod fm
for some i ∈ {1, 2, . . . , t(m)}. Moreover, t(m)[K (E[m]) : K ] = h(fm) and

t(m) � �(f)
∏

p|f

(
1 + 1

N(p) − 1

)
.

Proof. This is [3, Lemma 2.7]. Also, see [16, Lemma 4] or [1, Lemma 3.3].
�

We will need the following extension of the Bombieri–Vinogradov theorem
(see [13, Theorem 1]):

Lemma 3.5. For any A > 0, there exists B = B(A) such that

∑

N(q)≤
√

x
(log x)B

max
gcd(a,q)=1

1

T (q)

∣∣∣∣πK (x; q, a) − li(x)

h(q)

∣∣∣∣ �B,K
x

(log x)A
.

Define

π̃m(x) := #{p ⊂ OK : N(p) ≤ x, p � fm, p splits completely in K (E[m])}.
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Then, we have the following result:

Lemma 3.6. For m ∈ N with m ≥ 3,

πm(x) = π̃m(x)

2
+ O

( √
x

log x

)
+ O(log N)

and

πm(x) ≤ 1

2
π̃m(x).

Proof. The first relation is [3, Eq. (3.2)] and its justification on page 35.
For the second relation, we have that if p is a prime of good reduction

for E over Q which splits completely in Q(E[m]), then p and p are prime
ideals of good reduction for E over K and so p � f where pOK = pp. Hence,
2πm(x) ≤ π̃m(x). �

4. Proof of Theorem 1.1(a)

Recall the hypotheses of Theorem 1.1: we have functions f : N → C and
g : N → C such that

f (n) =
∑

m|n
g(m)

for all n ∈ N. We also have
∑

n≤y

|g(n)| � y1+α(log y)β.

By (2.1), ∑

p≤x

f (i p) =
∑

m≤√
x+1

g(m)πm(x)

Thus, ∑

p≤x

f (i p) =
∑

m≤y

g(m)πm(x) +
∑

y<m≤√
x+1

g(m)πm(x)

where y with y ≤ √
x + 1 will be chosen later.

Then, ∑

y<m≤√
x+1

g(m)πm(x) � x
∑

y<m≤√
x+1

|g(m)|
m2

by Lemma 3.3. By H(g; 0, β), we have

∑

m>y

|g(m)|
m2

� (log y)β

y
.

Hence,
∑

y<m≤√
x+1

g(m)πm(x) � x(log y)β

y
. (4.1)
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For the main term, we will use Lemma 3.5. We have
∑

m≤y

g(m)πm(x) = g(1)π1(x) + g(2)π2(x) +
∑

3≤m≤y

g(m)πm(x).

The prime number theorem and [3, Lemma 2.3] give us

g(1)π1(x) + g(2)π2(x)=
(

g(1) + g(2)

[Q(E[2]) : Q]

)
li(x) + O

(
x

(log x)A

)
.

So, we may now consider

∑

3≤m≤y

g(m)πm(x).

Let Gm = Gal(K (E[m])/K ). By Lemma 3.6, we have

∑

3≤m≤y

g(m)πm(x)

=
∑

3≤m≤y

g(m)

(
π̃m(x)

2
+ O

( √
x

log x

)
+ O(log N)

)

= 1

2
li(x)

∑

3≤m≤y

g(m)

|Gm | + O

⎛

⎝
∑

3≤m≤y

∣∣∣∣g(m)

(
π̃m(x) − li(x)

|Gm |
)∣∣∣∣

⎞

⎠

+ O

( √
x

log x

∑

m≤y

|g(m)|
)

+ O

(
log N

∑

m≤y

|g(m)|
)

= 1

2
li(x)

∑

m≥3

g(m)

|Gm | + O

(
li(x)

∑

m>y

|g(m)|
|Gm |

)
+ ON

(
y
√

x(log y)β

log x

)

+ O

⎛

⎝
∑

3≤m≤y

∣∣∣∣g(m)

(
π̃m(x) − li(x)

|Gm |
)∣∣∣∣

⎞

⎠ . (4.2)

We have |Gm | � ϕ(m)2 by Lemma 3.2 (b) since E has CM. Thus,

∑

m≥3

|g(m)|
|Gm | �

∑

m≥3

|g(m)|
ϕ(m)2

< ∞ (4.3)

and
∑

m>y

|g(m)|
|Gm | � (log y)β(log log y)2

y1−α
(4.4)
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by H(g; 0, β). So we must bound

∑

3≤m≤y

∣∣∣∣g(m)

(
π̃m(x) − li(x)

|Gm |
)∣∣∣∣ .

Let us first evaluate the summation
∑

3≤m≤y

∣∣∣∣π̃m(x) − li(x)

|Gm |
∣∣∣∣ .

By Lemma 3.4, we have t(m)|Gm | = h(fm) and

π̃m(x) =
t (m)∑

i=1

πK (x; fm,mi).

Thus,

π̃m(x) − li(x)

|Gm | =
t (m)∑

i=1

(
πK (x; fm,mi ) − li(x)

h(fm)

)
. (4.5)

Recall that t(m) �f 1 by Lemma 3.4. We may also take f to be the con-
ductor of the Größencharacter associated to E by [16, Proof of Lemma 4] or
[3, Remark 2.8]. Let t(m) ≤ C(f), where C(f) is this constant depending on f.
By Lemma 3.5, we have

∑

N(q)≤
√

x
(log x)B

max
gcd(a,q)=1

1

T (q)

∣∣∣∣πK (x; q, a) − li(x)

h(q)

∣∣∣∣ � x

(log x)A
. (4.6)

However, we know that T (q) ≤ 6. Thus, (4.6) becomes

∑

N(q)≤
√

x
(log x)B

max
gcd(a,q)=1

∣∣∣∣πK (x; q, a) − li(x)

h(q)

∣∣∣∣ � x

(log x)A
.

Suppose y ≤ x1/4/
√

N(f)(log x)B . By (4.5), we have

∑

3≤m≤y

∣∣∣∣π̃m(x) − li(x)

|Gm |
∣∣∣∣ =

∑

3≤m≤y

∣∣∣∣∣∣

t (m)∑

i=1

(
πK (x; fm,mi) − li(x)

h(fm)

)∣∣∣∣∣∣

≤
∑

3≤m≤ x1/4√
N(f)(log x)B

∣∣∣∣∣∣

t (m)∑

i=1

(
πK (x; fm,mi ) − li(x)

h(fm)

)∣∣∣∣∣∣

�
C(f)∑

i=1

∑

N(m)=m2≤
√

x
N(f)(log x)2B

∣∣∣∣πK (x; fm,mi ) − li(x)

h(fm)

∣∣∣∣
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�
C(f)∑

i=1

∑

N(fm)≤
√

x
(log x)2B

∣∣∣∣πK (x; fm,mi) − li(x)

h(fm)

∣∣∣∣

�
C(f)∑

i=1

∑

N(q)≤
√

x

(log x)2B

∣∣∣∣πK (x; q,mi ) − li(x)

h(q)

∣∣∣∣

�
C(f)∑

i=1

x

(log x)A
� x

(log x)A
.

We are now ready to evaluate

∑

3≤m≤y

∣∣∣∣g(m)

(
π̃m(x) − li(x)

|Gm |
)∣∣∣∣ .

We have π̃m(x) = 2πm(x) + O(
√

x/ log x) by Lemma 3.6. However, we
have p splits completely in Q(E[m]) with m ≥ 3 implies p ≡ 1 mod m by
[20, Corollary III.8.1.1]. Thus,

∣∣∣∣π̃m(x) − li(x)

|Gm |
∣∣∣∣ ≤ 2πm(x) + O

( √
x

log x

)
+ li(x)

|Gm |

� π(x; m, 1) +
√

x

log x
+ li(x)

ϕ(m)2

� x

m
+

√
x

log x
+ x(log log m)2

m2

� x

m
(4.7)

for m ≤ √
x log x . By the Cauchy-Schwarz inequality, H ′(g; 0, γ ), and (4.7),

we have

∑

3≤m≤y

∣∣∣∣g(m)

(
π̃m(x) − li(x)

|Gm |
)∣∣∣∣

=
∑

3≤m≤y

∣∣∣∣∣g(m)

(
π̃m(x) − li(x)

|Gm |
)1/2 (

π̃m(x) − li(x)

|Gm |
)1/2

∣∣∣∣∣

≤
(

∑

m≤y

|g(m)|2
∣∣∣∣π̃m(x) − li(x)

|Gm |
∣∣∣∣

)1/2 (
∑

m≤y

∣∣∣∣π̃m(x) − li(x)

|Gm |
∣∣∣∣

)1/2
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�
(

x
∑

m≤y

|g(m)|2
m

)1/2 √
x

(log x)A/2

� x(log y)
γ+1

2

(log x)
A
2

.

Choosing A sufficiently large and y = x1/4/
√

N(f)(log x)B finishes the proof
of Theorem 1.1 (a) by (4.1), (4.2), (4.4).

5. Proof of Theorem 1.1 (b) and (c)

Let Gm = Gal(Q(E[m])/Q). By GRH and Theorem 3.1, we have

∑

m≤y

g(m)πm(x) =
∑

m≤y

g(m)

(
li(x)

|Gm | + O
(√

x log(m N x)
))

= li(x)
∑

m≥1

g(m)

|Gm | + O

(
li(x)

∑

m>y

|g(m)|
|Gm |

)

+ ON

(
√

x log x
∑

m≤y

|g(m)|
)

.

If E has CM, by H(g;α, β) (see (4.3) and (4.4)), we have

∑

m≥1

g(m)

|Gm | < ∞

and
∑

m>y

|g(m)|
|Gm | � (log y)β(log log y)2

y1−α
. (5.1)

If E does not have CM, then we have |Gm | � m2−ε for all ε > 0 by
Lemma 3.2 (a). Thus,

∑

m≥1

|g(m)|
|Gm | < ∞

and ∑

m>y

|g(m)|
|Gm | � 1

y1−α−ε
(5.2)

by H(g;α, β).
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Thus,

∑

m≤y

g(m)πm(x) = cE li(x) + O

(
x(log y)β(log log y)2

y1−α log x

)

+ O(y1+α√
x(log x)(log y)β)

if E has CM, and

∑

m≤y

g(m)πm(x) = cE li(x) + O

(
x

y1−α−ε log x

)

+ O(y1+α√
x(log x)(log y)β)

if E does not have CM, where

cE =
∑

m≥1

g(m)

|Gm |

is a constant by Lemma 3.2 (a).
Now we must bound the error term

∑

y<m≤√
x+1

g(m)πm(x).

We will break this determination up into the CM and non-CM cases:

5.1 CM Case

Let ap := p + 1 − #E(Fp). We define p to an ordinary prime if ap �= 0, and
we define p to be supersingular if ap = 0. We also define

πo
m(x) := #{p ≤ x : p is ordinary and m|i p}

and
π s

m(x) := #{p ≤ x : p is supersingular and m|i p}.
We note that πm(x) = πo

m(x) + π s
m(x). Thus,

∑

y<m≤√
x+1

g(m)πm(x) =
∑

y<m≤√
x+1

g(m)πo
m(x) +

∑

y<m≤√
x+1

g(m)π s
m(x).

Observe that ap = 0 implies #E(Fp) = p + 1. We also have m|i p|i2
p f p =

#E(Fp) = p + 1. Hence, p ≡ −1 mod m. By [20, Corollary III.8.1.1],
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p ≡ 1 mod m, which is a contradiction to p ≡ −1 mod m unless m = 2. Our
(future) choice of y says π s

m(x) = 0 for m > y. Therefore, we have
∑

y<m≤√
x+1

g(m)π s
m(x) = 0.

For ordinary primes, we have the following reasoning of [8, Page 617]: a
prime p splits completely in Q(E[m]) if and only if (θp−1)/m is an algebraic
integer where θp is a complex root of the polynomial X2 − ap X + p. Let K
be the imaginary quadratic field with which E has CM by OK . Let D > 0 be
a squarefree integer such that K = Q(

√−D).
We need the following result of [6, Lemma 2.3]:

Lemma 5.1. Let E be an elliptic curve defined over Q with complex multi-
plication by an order of the ring of algebraic integers of an imaginary
quadratic field K . We have Q(θp) = K for every ordinary prime p of good
reduction for E.

Hence,

πo
m(x) ≤ #

{
p ≤ x :

θp − 1

m
∈ OQ(

√−D)

}
.

Since θp is a complex root of X2 −ap X + p ∈ Z[X ], its norm is p. Therefore,

#

{
p ≤ x :

θp − 1

m
∈ OQ(

√−D)

}
≤ Sm

where

Sm := #{p ≤ x : p = (αm + 1)2 + β2m2 D for some α, β ∈ Z}
if −D ≡ 2, 3 mod 4, and

Sm := #

{
p ≤ x : p = (αm + 2)2 + β2m2 D

4
for some α, β ∈ Z

}

if −D ≡ 1 mod 4. This implies α � 1+2
√

x/m and β ≤ √
x/m

√
D. Hence,

Sm �
√

x

m
√

D

(
1 + 2

√
x

m

)
�D

x

m2
+

√
x

m
. (5.3)

By the above equation and H(g;α, β), we have

∑

y<m≤√
x+1

g(m)πo
m(x) � x

∑

y<m
√

x+1

|g(m)|
m2

+ √
x

∑

y<m≤√
x+1

|g(m)|
m

� x(log y)β

y1−α
+ x

1+α
2 (log x)β.
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Collecting all terms, we obtain

∑

p≤x

f (i p) = cE li(x) + O

(
x(log y)β(log log y)2

y1−α log x

)

+ O(y1+α√
x(log x)(log y)β)

+ O

(
x(log x)β

y1−α

)
+ O

(
x

1+α
2 (log x)β

)

for any y → ∞ as x → ∞. Let y = x1/4/(log x)1/2. Thus, we have
∑

p≤x

f (i p) = cE li(x) + O
(

x
3+α

4 (log x)
2β−α−1

2

)

as claimed.

5.2 Non-CM case

We need to obtain a bound for πm(x) := #{p ≤ x : p � N, m|i p}.
By Lemma 2.1 and [20, Corollary III.8.1.1], we have m|i p implies
p ≡ 1 mod m. We also have m|i p implies m2|i2

p f p = #E(Fp) = p + 1 − ap,

which implies p ≡ ap − 1 mod m2. Hence, ap ≡ p + 1 ≡ 2 mod m.
For π(x; m2, a), we have the trivial bound

π(x; m2, a) � x

m2 + 1.

We also have x/m2 ≥ x/(x + 2
√

x + 1) � 1 since m ≤ √
x + 1. Hence,

π(x; m2, a) � x/m2. Thus, we have

πm(x) �
∑

|a|≤2
√

x
a≡2 mod m

π(x; m2, a) �
∑

|a|≤2
√

x
a≡2 mod m

x

m2
� x3/2

m3
.

By H(g;α, β),
∑

y<m≤√
x+1

g(m)πm(x) � x3/2
∑

y<m≤√
x+1

|g(m)|
m3

� x3/2(log y)β

y2−α
.

Collecting the error terms gives us
∑

p≤x

f (i p) = cE li(x) + O

(
x

y1−α−ε log x

)
+ O(y1+α√

x(log x)(log y)β)

+ O

(
x3/2(log y)β

y2−α

)
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where

cE :=
∑

m≥1

g(m)

|Gm |
is a constant by Lemma 3.2 (a).

Choosing y = x1/3/(log x)1/3 gives us

∑

p≤x

f (i p) = cE li(x) + O
(

x
5+2α

6 (log x)
3β+2−α

3

)
.

This completes the proof of Parts (b) and (c) of Theorem 1.1.

6. The case α = 2

6.1 The proof of Theorem 1.1 (d)

We have
∑

p≤x

f (i p) =
∑

m≤√
x+1

g(m)πm(x)

=
∑

m≤y

g(m)πm(x) +
∑

y<m≤√
x+1

g(m)πm(x).

By Theorem 3.1,

∑

m≤y

g(m)πm(x) =
∑

m≤y

g(m)

(
li(x)

|Gm | + O(
√

x log(mx))

)

= li(x)
∑

m≤y

g(m)

|Gm | + O

(√
x log x

∑

m≤y

|g(m)|
)

= li(x)
∑

m≤y

g(m)

|Gm | + O

(
y2√x(log x)

(log y)β

)

By partial summation and the classical bound m/ϕ(m) � log log m, we also
have

∑

m>y

|g(m)|
|Gm | � (log log y)2

(log y)β−1
.

Hence,

∑

m≤y

g(m)πm(x) = CE li(x)+ O

(
x(log log y)2

(log x)(log y)β−1

)
+ O

(
y2√x(log x)

(log y)β

)
.
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Using the notation of §5 and H(g; 1, −β), we have
∑

y<m≤√
x+1

g(m)πm(x) �
∑

y<m≤√
x+1

|g(m)|πo
m(x)

�
∑

y<m≤√
x+1

|g(m)|
(

x

m2 +
√

x

m

)

� x

(log x)β

Choosing y = x1/4 gives the result.

Remarks. We note that this technique works for β = 2 assuming we divide
by a sufficiently large power of log log x . This method can be extended inde-
finitely in this manner.

By [2, Lemma 3.2], we may extend all the results which relied upon GRH
to Abelian varieties which contain a one-dimensional Abelian subvariety that
is also defined over Q.

We also note that given the sharpness of the error terms in Theorem 1.1 we
only need to assume that there are no zeros in the region (s) > θ where θ is
determined by E having CM or not. For non-CM curves, if we assume the Pair
Correlation Conjecture and Artin’s Holomorphy Conjecture for L-functions
associated to the irreducible characters of the Galois groups of Q(E[m]) as m
ranges over all m ∈ N, then the error terms in our result would be improved.
See [8] for more details.

6.2 Proof of Theorem 1.3

Let G ′
m = Gal(K (E[m])/K ) where K is the CM field. Then,

|G ′
m | = [K (E[m]) : K ] = [K (E[m]) : Q]

[K : Q]
= [Q(E[m]) : Q]

[K : Q]

= 1

2
[Q(E[m]) : Q] � m2

for m ≥ 3 by Lemma 3.2 (b) and [16, Lemma 6], which states that
K (E[m]) = Q(E[m]) when m ≥ 3. For y ≤ √

x + 1, we have
∑

p≤x

i p =
∑

m≤√
x+1

ϕ(m)πm(x) ≥
∑

3≤m≤y

ϕ(m)πm(x)

�
∑

3≤m≤y

ϕ(m)

(
π̃m(x) + O

( √
x

log x

))

�
∑

3≤m≤y

ϕ(m)π̃m(x) + O

(
y2√x

log x

)
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=
∑

3≤m≤y

ϕ(m)

(
π̃m(x) − li(x)

|G ′
m | + li(x)

|G ′
m |

)
+ O

(
y2√x

log x

)

= li(x)
∑

3≤m≤y

ϕ(m)

|G ′
m |

+ O

⎛

⎝

∣∣∣∣∣∣

∑

3≤m≤y

ϕ(m)

(
π̃m(x) − li(x)

|G ′
m |

)∣∣∣∣∣∣

⎞

⎠ + O

(
y2√x

log x

)

= li(x)
∑

3≤m≤y

ϕ(m)

|G ′
m | + O

⎛

⎝y
∑

3≤m≤y

∣∣∣∣π̃m(x) − li(x)

|G ′
m |

∣∣∣∣

⎞

⎠ + O

(
y2√x

log x

)

= li(x)
∑

3≤m≤y

ϕ(m)

|G ′
m | + OA

(
yx

(log x)A

)
+ O

(
y2√x

log x

)
.

We note that all of the above constants are absolute except for
OA(yx/(log x)A). Choose A > 3 and y = (log x)A−2. For sufficiently
large x , which is dependent on A, we then obtain

∑

p≤x

i p = li(x)
∑

3≤m≤y

ϕ(m)

|G ′
m | + OA

(
x

(log x)2

)
+ O

(√
x(log x)2A−5

)

� x

log x

∑

3≤m≤y

ϕ(m)

m2
+ OA

(
x

(log x)2

)

� x log y

log x
+ OA

(
x

(log x)2

)

� (A − 2)
x log log x

log x
+ OA

(
x

(log x)2

)

� (A − 2)
x log log x

log x
,

as required.

7. Applications

We break this section up into three subsections: one for arithmetic functions,
which will tell us about some statistics of invariants of the sequence i p as p
ranges over primes ≤ x , a second on differentiable functions on R>0, and a
third for other invariants of the elliptic curve. Throughout this section, c, with
or without subscripts, will denote a constant.
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7.1 Arithmetic functions

Let us first consider the function χ{1}(n) and τ (n) that have been previously
studied. We note that

χ{1}(n) =
∑

d|n
μ(d),

and
τ (n) =

∑

d|n
1.

We have ∑

n≤x

|μ(n)| ≤
∑

n≤x

1 = [x] � x .

Hence H(μ; 0, 0), H ′(μ; 0, 0), H(1; 0, 0), and H ′(1; 0, 0) are satisfied. Thus,
we obtain

NE (x) := #{p ≤ x : E(Fp) is cyclic} = cχ{1},E li(x) + OA,E

(
x

(log x)A

)

if E has CM,

NE (x) = cχ{1},E li(x) + OE

(
x3/4

(log x)1/2

)

if E has CM and GRH holds for E , and

NE (x) = cχ{1},E li(x) + OE (x5/6(log x)2/3)

if E does not have CM and GRH holds for E .
Similarly, we have

∑

p≤x

τ (i p) = cτ,E li(x) + OA,E

(
x

(log x)A

)

if E has CM,

∑

p≤x

τ (i p) = cτ,E li(x) + OE

(
x3/4

(log x)1/2

)

if E has CM and GRH holds for E , and
∑

p≤x

τ (i p) = cτ,E li(x) + OE (x5/6(log x)2/3)

if E does not have CM and GRH holds for E .
These results recover the work in [2,3,8]. For generalizations, we need the

following lemma.
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Lemma 7.1.

(a) For any k ∈ N, we have

∑

m≤x

τ (m)k

m
� (log x)2k

.

In addition,
∑

n≤x

τ (n)2

n
� (log x)3.

(b) Let k ∈ N. Then
∑

n≤x

τk(n) = x Pk−1(log x) + O
(

x
k−1

k (log x)k−2
)

,

where Pk−1 is a polynomial of degree k − 1.
(c) Let k be a positive integer, and let r be a non-negative integer. Then

τk(n)r �r,k τ (n)2(k−1)r .

Proof. The first statement of Part (a) is [9, Lemma 10.2.7] and the second
statement is established from [23, Théorème II.7.15] and the fact

∞∑

n=1

τ (n)2

ns
= ζ(s)4

ζ(2s)
.

Part (b) is given at [24, p. 313]. Part (c) follows from [11, Proposition 22.10]
with t = 2. �

We consider the functions ω(n)r , �(n)r , 2ω(n)r , and τk(n)r . We first
assume r = 1. Let f : N → C be one of these functions. Then, by the Möbius
inversion formula [9, Theorem 1.2.2], we have that there exists g : N → C

such that
f (n) =

∑

m|n
g(m)

for all n ∈ N. In fact,

ω(n) =
∑

p|n
1

�(n) =
∑

pα |n
1

2ω(n) =
∑

m|n
m is squarefree

1

τk(n) =
∑

d|n
τk−1(d)
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Hence, ω(n), �(n), and 2ω(n) satisfy H(g; 0, 0) and H ′(g; 0, 0), and τk(n)

satisfies H(g; 0, k − 1) and H ′(g; 0, 24k−8) by Lemma 7.1 (a) and (b). Thus,
for f (n) = ω(n), �(n), or 2ω(n), we have

∑

p≤x

f (i p) = cE, f li(x) + OE

(
x

(log x)A

)

if E has CM,

∑

p≤x

f (i p) = cE, f li(x) + OE

(
x3/4

(log x)1/2

)

if GRH holds and E has CM, and
∑

p≤x

f (i p) = cE, f li(x) + OE (x5/6(log x)2/3)

if GRH holds and E does not have CM. For f (n) = τk(n), the error term
in the first equation does not change, the error term in the second equation

becomes x3/4(log x)k+ 1
2 , and the error term in the third equation becomes

x5/6(log x)2k/3. Similar asymptotic equations hold for r > 1. The error term
in the first equation remains unchanged. The error term in the second equation
changes to x3/4(log x)22(k−1)(r+1)

by Lemma 7.1 (a) and (c), and the error term
in the third equation changes to x5/6(log x)22(k−1)(r+1)

. We note that all of the
above constants of the form cE, f for some function f are positive.

We also note that Theorem 1.1 (a), (b), (c) can be applied to any characteri-
stic function χS where S is a subset of N.

Let α ∈ R with α > 0 (the case α = 0 is σα(n) = τ (n)). Recall

σα(n) :=
∑

m|n
mα,

and let
gα(n) :=

∑

m|n
μ

( n

m

)
σα(m).

By the Möbius Inversion Formula [9, Theorem 1.2.2], we have

σα(n) =
∑

m|n
gα(m).

We also have

|gα(n)| ≤
∑

m|n
σα(m) ≤ τ (n)σα(n) ≤ τ (n)2nα.
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Thus, by Lemma 7.1 (a), σα(n) satisfies H(gα, α, 3). Therefore, we have

∑

p≤x

σα(i p) = cE li(x) + O
(

x
3+α

4 (log x)
5−α

2

)

if E has CM, α < 1, and GRH holds, and
∑

p≤x

σα(i p) = cE li(x) + O
(

x
5+2α

6 (log x)
4
3 (2−α)

)

if E does not have CM, α < 1/2, and GRH holds.

7.2 Analytic functions

Let f (n) = (log n)β for some fixed positive real number β. Then, we have

g(m) =
∑

m|n
μ(m)

(
log

n

m

)β � τ (n)(log n)β

where g : N → C with f (n) = ∑
m|n g(m). Thus, f (n) satisfies

H(g; 0, β + 1) and H ′(g; 0, 2β + 1). Hence, we have

∑

p≤x

(log i p)
β = cE,β li(x) + O

(
x

(log x)A

)

if E has CM,
∑

p≤x

(log i p)
β = cE,β li(x) + O

(
x3/4(log x)β+ 1

2

)

if GRH holds and E has CM, and
∑

p≤x

(log i p)
β = cE,β li(x) + O

(
x5/6(log x)

4+2β
3

)

if GRH holds and E does not have CM.
Let f (n) = nα for some fixed real positive α. By the Möbius inversion

formula [9, Theorem 1.2.2], we have there exists g : N → C such that

nα =
∑

m|n
g(m),

and hence, g(n) ≤ τ (n)nα. Thus, f (n) = nα satisfies H(g;α, 1). Hence,

∑

p≤x

iαp = c′
E,α li(x) + O

(
x

3+α
4 (log x)

1−α
2

)
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if α < 1, GRH holds, and E has CM, and
∑

p≤x

iαp = c′
E,α li(x) + O

(
x

5+2α
6 (log x)

4−2α
3

)

if α < 1/2, GRH holds, and E does not have CM. In the CM case, this nearly
resolves a problem posed by Kowalski [15, Problem 3.1] of determining the
asymptotic behaviour of ∑

p≤x

i p.

Let f : N → C be such that f (n) � n/(log n)β where β > 3.
Writing f (n) = ∑

d|n g(d) and using the Möbius inversion formula
[9, Theorem 1.2.2], we see that g(n) � τ (n)n/(log n)β . Hence, H(g; 2,
−β + 1) holds and β − 1 > 2. By Theorem 1.1 (d), we have

∑

p≤x

f (i p) = cE, f li(x) + O

(
x

(log x)β−1

)
.

Let us consider the function f (n) = n and a CM curve E . We note GRH for
E on N implies ∑

p≤x

i p � x .

This result is [15, Proposition 3.8].

7.3 Applications to invariants of E(Fp)

Note that, for a given prime p, E(Fp) is isomorphic to Z/ i pZ × Z/ i p f pZ.
We will consider the following two invariants of #E(Fp): the index f p of the
maximal subgroup of the group E(Fp) which has the form Z/dZ × Z/dZ

and the exponent ep := i p f p of E(Fp). In [10], the following is result is
established ∑

p≤x

ep = cE li(x2) + OE (x19/10(log x)11/5)

if GRH holds for E , and

∑

p≤x

ep = cE li(x2) + O

(
x2 log log x

(log x)1/8

)
.

(See also [14,26].) Following the same technique (Equations (4.1)–(4.3) of
[10]), we have

∑

p≤x

ep =
∑

p≤x

p + 1 − ap

i p
=

∑

p≤x

p

i p
+

∑

p≤x

1 − ap

i p
.
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By Hasse’s inequality (1.1), the second summation becomes

∑

p≤x

1 − ap

i p
�

∑

p≤x

√
p � x3/2

log x
.

We note that f (n) = 1/n = ∑
d|n g(d) satisfies H(g; 0, 1) and H ′(g; 0, 3).

By Theorem 1.1 (a), (b), and (c), we have

∑

p≤x

1

i p
= cE li(x) + O(E(x))

where

E(x) =

⎧
⎪⎪⎨

⎪⎪⎩

OE (x3/4(log x)2) if E has CM and GRH holds for E

OE (x5/6(log x)2) if E does not have CM and GRH holds for E

OA,E

(
x

(log x)A

)
if E has CM

.

for any A > 0. By partial summation, we have
∑

p≤x

ep = cE li(x2) + O(x E(x)),

where E(x) is as above.
Noting that fk(n) = 1/nk = ∑

d|n gk(n) satisfies H(gk; 0, 1) and
H ′(gk; 0, 3), and using induction and partial summation give us the first part
of Theorem 1.2. Note that cE = cE,1. Also note that our error term is of the
form

x E(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

OE (x7/4(log x)2) if E has CM and GRH holds for E

OE (x11/6(log x)2) if E does not have CM and

GRH holds for E

OA,E

(
x2

(log x)A

)
if E has CM

.

Since
∑

p≤x

f k
p =

∑

p≤x

(p + 1 − ap)
k

i2k
p

,

we similarly have the second part of Theorem 1.2.
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