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• “Proctors are unable to respond to queries about the interpretation of exam ques-

tions. Do your best to answer exam questions as written.”

• “The candidate is urged to submit with the answer paper a clear statement of

any assumptions made if doubt exists as to the interpretation of any question that

requires a written answer.”

• This material is copyrighted and is for the sole use of students registered in MTHE/STAT

353 and writing this examination. This material shall not be distributed or dissem-

inated. Failure to abide by these conditions is a breach of copyright and may also

constitute a breach of academic integrity under the University Senates Academic

Integrity Policy Statement.

• Formulas and tables are attached.

• An 8.5 × 11 inch sheet of notes (both sides) is permitted. Simple calculators are

permitted (Casio 991, red, blue, or gold sticker). HOWEVER, do reasonable sim-

plifications.

• Write the answers in the space provided, continue on the backs of pages if needed.

• SHOW YOUR WORK CLEARLY. Correct answers without clear work showing

how you got there will not receive full marks.

• Marks per part question are shown in brackets at the right margin.

Marks: Please do not write in the space below.
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1. Let X1, . . . , Xn be independent and identically distributed random variables, each

with a Uniform distribution on the interval (0, 1). Let X = min(X1, . . . , Xn) and Y =

max(X1, . . . , Xn).

(a) Find P (X < 1
2
< Y ). [6]
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(b) Find E[X3]. [4]
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2. An urn contains 10 red balls, 10 blue balls, and 10 green balls. Ten balls are drawn at

random without replacement. For each green ball in the sample, it is replaced by a red

ball with probability 1/2 and by a blue ball with probability 1/2, independently for each

green ball in the sample. Let X denote the total number of red balls and Y the total

number of blue balls in the sample after the green balls are replaced. Find Cov(X, Y ).

[10]
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3. Let M > 1 be a given positive constant. Let X,X1, X2, . . . be nonnegative random

variables.

(a) Suppose that E[Xn] ≤M for all n ≥ 1. Show that P (X > 1 + ε) = 0 for any ε > 0.

[5]

(b) Suppose that E[Xn
n ] ≤M for all n. Show by counterexample that P (Xn > 1+ε) = 0

for any ε > 0 is not necessarily true. [5]
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4. Let X have a Gamma(3, 3) distribution. Conditional on X = x let Z have a normal

distribution with mean x and variance 2. Finally, let Y = eZ . Find E[Y ] and Var(Y ).

[10]
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5. Let X1, X2, . . . be a sequence of independent random variables, where Xn is Exponen-

tially distributed with mean 1/ lnnp, where p > 0 is a fixed constant.

(a) Does Xn converge in probability to a limiting random variable as n → ∞? If so,

give the limit and prove the convergence. If not, prove it. [4]

(b) Does Xn converge almost surely to a limiting random variable as n → ∞? If so,

give the limit and prove the convergence. If not, prove it. [6]
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6. Let X1, X2, . . . be independent and identically distributed random variables, each with

a Poisson distribution with mean 1. Let Sn = X1 + . . . + Xn for n ≥ 1 and let Mn(t) be

the moment generating function of Sn.

(a) Find the smallest n such that P (Mn(Sn) > 1) ≥ .99 using the exact probability. [6]

(b) Find the smallest n such that P (Mn(Sn) > 1) ≥ .99 using the central limit theorem.

[4]
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Formula Sheet

Special Distributions

Beta distribution with parameters α > 0 and β > 0:

f(x) =


Γ(α+β)

Γ(α)Γ(β)
xα−1(1− x)β−1 if 0 < x < 1

0 otherwise.

E[X] =
α

α + β
, Var(X) =

αβ

(α + β)2(α + β + 1)

α = 1 and β = 1 gives the Uniform distribution on (0, 1).

Gamma distribution with parameters r > 0 and λ > 0:

f(x) =

 λr

Γ(r)
xr−1e−λx if x > 0

0 otherwise.
E[X] =

r

λ
, Var(X) =

r

λ2

MX(t) =

(
λ

λ− t

)r
for t < λ.

r = 1 gives the Exponential distribution with mean 1/λ.

Normal distribution with mean µ and variance σ2 > 0:

f(x) =

 1√
2πσ

e−(x−µ)2/2σ2
if x ∈ R

0 otherwise.
E[X] = µ, Var(X) = σ2

MX(t) = eµt+t
2σ2/2 for t ∈ R.

µ = 0 and σ2 = 1 gives the standard normal distribution.

Poisson distribution with mean λ > 0:

f(k) =

λk

k!
e−λ if k = 0, 1, 2, . . .

0 otherwise.
E[X] = λ, Var(X) = λ

MX(t) = exp{λ(et − 1)} for t ∈ R.
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The distribution function, Φ(z), of a standard normal random variable

Note: Φ(−z) = 1 − Φ(z) for any z ∈ R.


