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Student Number

Queen’s University

Department of Mathematics and Statistics

MTHE/STAT 353

Final Examination April 24, 2018
Instructor: G. Takahara

• PLEASE NOTE: “Proctors are unable to respond to queries about the interpretation

of exam questions. Do your best to answer exam questions as written.”

• “The candidate is urged to submit with the answer paper a clear statement of

any assumptions made if doubt exists as to the interpretation of any question that

requires a written answer.”

• This material is copyrighted and is for the sole use of students registered in MTHE/STAT

353 and writing this examination. This material shall not be distributed or dissem-

inated. Failure to abide by these conditions is a breach of copyright and may also

constitute a breach of academic integrity under the University Senates Academic

Integrity Policy Statement.

• Formulas and tables are attached. An 8.5 × 11 inch sheet of notes (both sides)

is permitted. The Casio 991 calculator is permitted. HOWEVER, do reasonable

simplifications.

• Write the answers in the space provided, continue on the backs of pages if needed.

• SHOW YOUR WORK CLEARLY. Correct answers without clear work showing

how you got there will not receive full marks. Marks per part question are shown

in brackets at the right margin.

Marks: Please do not write in the space below.

Problem 1 [10] Problem 4 [10]

Problem 2 [10] Problem 5 [10]

Problem 3 [10] Problem 6 [10]

Total: [60]
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1. Let U and V be independent, discrete random variables, each uniformly distributed on

the integers 1, . . . , n, i.e., P (U = i) = P (V = i) = 1/n, for i = 1, . . . , n. Let X = U − V

and Y = U + V .

(a) Find pX(x) and pY (y), the marginal pmfs of X and Y , respectively. Note: This is

an exercise in constraints! [7]
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(b) Are X and Y independent? Justify your answer. [3]
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2. Let X1, . . . , Xn be independent and identically distributed Exponential(λ) random

variables. Compute E[X(1)e
−λX(2) ], where X(1) and X(2) are the first and second order

statistics of X1, . . . , Xn. [10]
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3. We have 5 boxes, which are initially empty, and 4 red balls and 4 blue balls. For each

ball, we pick a box at random (equally likely) and place the ball in the box, independently

from ball to ball. Let

W = the number of empty boxes

X = the number of boxes with no red balls

Y = the number of boxes with no blue balls

Z = the number of boxes with at least one red and one blue ball

(a) Find Cov(W, X). [7]
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(b) Find ρ(W, X + Y + Z), where ρ(·, ·) is the correlation coefficient. Hint: This is a

one (or two) sentence answer. [3]
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4. Suppose 2 urns (urn 1 and urn 2) contain N balls in total (so if urn 1 contains i balls

then urn 2 contains N − i balls). Balls are drawn independently. On each draw one ball

is drawn and is then placed in the other urn (the urn the ball was not drawn from).

(a) Here assume N = 4 and a ball is selected at random (i.e., suppose the balls are

numbered 1 to 4 and for each draw ball number i is selected with probability 1/4, for

i = 1, 2, 3, 4, and then drawn from whichever urn it happens to be in). Let Mi, i =

0, 1, 2, 3, 4, denote the expected number of draws until one of the urns is empty, if initially

urn 1 contains i balls and urn 2 contains 4 − i balls. Find Mi, i = 1, 2, 3. Note that

M0 = M4 = 0. [5]
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(b) Here assume N is any fixed positive integer but now suppose for each draw we select

an urn at random (each with probability 1/2) and then select a ball from the chosen urn.

Let pi, i = 0, . . . , N , denote the probability that urn 1 is empty before urn 2 is empty, if

initially urn 1 contains i balls and urn 2 contains N − i balls. Find pi, i = 1, . . . , N − 1.

Note that p0 = 1 and pN = 0. [5]
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5. Let X and X1, X2, . . . be random variables each having a N(0, 1) distribution. Suppose

(Xn, X) has a bivariate normal distribution for each n and the correlation between Xn

and X is ρ(Xn, X) = ρn, for n ≥ 1.

(a) Show that Xn converges to X in distribution as n → ∞ (for arbitrary correlations

ρn). [2]

(b) If ρn → 1 as n →∞, show that Xn converges to X in probability as n →∞. [4]
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(c) Show that if ρn = 1− an for some constant a ∈ (0, 1), then Xn converges to X with

probability 1 as n → ∞. Do you get convergence with probability 1 if a = 0? If a = 1?

Prove your answers. [4]
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6. Suppose 80 points are uniformly distributed in the ball in R3 centred at the origin with

radius 1. Let Di be the Euclidean distance from the origin of the ith point, i = 1, . . . , 80,

and let D = 1
80

∑80
i=1 Di. Use the central limit theorem to find a value c satisfying

P (|D − E[D]| ≤ c) = .95. Note that the volume of a ball of radius r is 4πr3/3. [10]
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Formula Sheet

Special Distributions

Exponential distribution with parameter λ > 0:

f(x) =

λe−λx if x > 0

0 otherwise.
E[X] =

1

λ
, Var(X) =

1

λ2

FX(x) =

1− e−λx if x > 0

0 otherwise.

Normal distribution with parameters µ ∈ R and σ2 > 0:

f(x) =
1√
2πσ

e−(x−µ)2/2σ2

E[X] = µ, Var(X) = σ2
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The distribution function, Φ(z), of a standard normal random variable

Note: Φ(−z) = 1− Φ(z) for any z ∈ R.


