Queen’s University
Department of Mathematics and Statistics

MTHE/STAT 353
Homework 4 Solutions, 2022

e For each question, your solution should start on a fresh page. You can write your
solution using one of the following three formats:
(1) Use your own paper.
(2) Use a tablet, such as an ipad.
(3) Use document creation software, such as Word or LaTeX.

e Write your name and student number on the first page of each solution, and number

your solution.

e For each question, photograph or scan each page of your solution (unless your so-
lution has been typed up and is already in electronic format), and combine the
separate pages into a single file. Then upload each file (one for each question), into

the appropriate box in Crowdmark.

Instructions for submitting your solutions to Crowdmark are also here.

Total Marks : 28


https://mast.queensu.ca/~stat353/crowdmark_instructions.pdf
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(6 marks) Let Xi,..., X, be independent exponential random variables with parameter
A, and let X(1),..., X(,) be their order statistics. Show that

)flan(l), Y;«:(TL—Fl—T)(X(r)—X(T_l)), r=2,...,n

are also independent and have the same joint distribution as X, ..., X,,. Hint: You may
use the fact that the determinant of a lower triangular matrix (a square matrix whose

entries above the main diagonal are all zero) is the product of the diagonal entries.

Solution: The transformation from the variables (Xy,..., X@)) to (Yi,...,Y,) is a

one-to-one transformation with inverse

1

Xy = N
1 1

X = 53/14—”_13/2
1 1 1

X3 = -1 n_13/2+n_23/3
1 1 1

Xy = =Y Yo+...+ ———Y,

) n 1+n—l 2+ +n—|—1—7’

1 1

X(n) = -1+ Yo+ ... +=Y,1+Y,.
n n—1 2

The Jacobian of the transformation is

L0 0 0 ...0 O
L L0 0 ...0 0
i 1 1 0 0 1
J = det n n—1 n-2 _
: 0 0 n!
1 1
= ;3 0
11 1 1
| W w1 ona2 s 1]
The joint pdf of the order statistics X(yy,..., X, is
fron(xy, ..o my) = n'Hf(:cl) forxy <azo < ...<uxp,
i=1

{ nINte A 2= for 0 < 2y < g < ... < Xy < 0O

0 otherwise,
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where f(-) is the Exponential(A) pdf of each X;. Then by the multivariate change of
variable formula the joint pdf of Y7,...,Y,, say g(y1,...,yn), is given by

9 (Y1, Yn)
1 1 1 1
= finl|—y,—y1+ Yo, .., —Y1 + Yot .o Y | |[J]
n-n n—1 n n—1
_ nIAexp { =X (X0 Lty + 3yt > yn) p 4 foryr >0, .y, >0
0 otherwise

B Ne A= for y; > 0,...,y, >0
0 otherwise

But this is clearly the joint pdf of Xy,..., X,,.
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2. (6 marks) Let X and Y be independent random variables, where X has a N(0,1) distri-
bution and Y has a x? distribution with n degrees of freedom. Let U = X/4/Y/n. Show
that the pdf for U is

~ D((n+1)/2) (v —(n+1)/2
fU(u)—W(E—i—l) for —oo < u < 00

(the distribution of U is known as the ¢ distribution with n degrees of freedom). Hint:
Define the auxilliary random variable V' = Y. Find the joint pdf of U and V then use
this to find the marginal pdf of U.

Solution: Since X has a N(0, 1) distribution, Y has a x? distribution with n degrees of
freedom (i.e., a Gamma distribution with parameters n/2 and 1/2), and X and Y are

independent, the joint pdf of X and Y is given by

L2 1y (/D-10-u/2 for o0 <z < o0 and 0 <y < oo

_ V2T 27/2T(n/2)
r,y) =
fxv(z,9) { 0 otherwise.

Define U = X/4/Y/n and let V =Y. The inverse transformation is X = U+/V/n and
Y =V, with Jacobian

=/v/n.

J:det[\/g/_n “/Qi/ﬁ

The possible values of (U, V) are —oo < U < oo and V' > 0. From the (bivariate) change

of variable formula, the joint density of U and V' is given by
fov(u,v) = fxy(uy/v/n,v)|J|.
For —oo < u < oo and v > 0, this is

1 1 v
= —(uy/v/n)?/2 (n/2)-1,-v/2 |V
o) Var 22T (n]2)" ¢ \/;

— 1 efuzv/2n 1 v(n/Z)flefv/Q 2
V2T 2721 (n /2) n

= 1 1 IU((”JFl)/Q)*l —v(u?/2n+1/2)

V2rn 2T (n/2) ‘ '
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Then the marginal pdf of U is given by

1 1 > 2
— (n+1)/2)—1 ,—v(u /2n+1/2)d
fol0) = =iy /0 v ‘ v
1 I'(n+1)/2)

V20 tD/2T (0 /2) (u?/2n + 1/2)(+1)/2

o > (u?/2n + 1/2)(n+1)/2U((n+1)/2)71efv(u2/2n+l/2)dv
0 I'((n+1)/2) 7

L((n+1)/2)
w2/2n+1/2) ("D /2

The integral is equal to one since the integrand is the pdf of a Gamma distribution with
parameters (n + 1)/2 and u?/2n + 1/2. Therefore, the pdf of U is given by

where the second equality is obtained by multiplying and dividing by (

_ I'((n+1)/2) w2 1) /2
D+ 1/2) (w7
NGONCYP) <n “) :

as desired.
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3. (5 marks) For n =0,1,2,3, ..., show that

Va@n)!

Dn+1/2) = Y25

Solution: We have seen in lecture that I'(1/2) = /7. This handles the n = 0 case. For
n > 1, using the recursive property of the Gamma function, I'(o) = (o — 1)I'(av — 1) for

a > 1, we have

T(n+1/2) = (n—1+1/2)T(n—1+1/2)

= n—141/2)(n—-241/2)...(n—n+1/2)['(n —n+1/2)

_ (2n2—1) (2n2_3>m(2n—<§n—1>)ﬁ

(2n)!

T 22n)(2n—2)...(2n— (2n— 2))ﬁ
_ (2n)! Jr
272n(n)(n—1)...(n — (n—1))

207

4rn)
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4. (6 marks) For @ > 0 and 8 > 0, show that I'(a)T'(8) = I'(a + 3) B(a, 8), where B(a, 8) =

fl 22711 — x)P~Ldx (B(a, B) is called the Beta Function). Hint: Write

0
L(a)L(B) :/ :Eo‘_le_xdx/ y? e ydy—/ / —ery)pely S drdy
0 0

and change to the variables u =z + vy, v = z/(x + y).

Solution: Following the hint, we have

F(a)F(/B):/ xa_le_xdx/ y?te ydy—/ / ~@ty) o=ty B1 dady
0 0

Making the substitution v = x+y and v = /(2 +y), the inverse transformation is x = uv

and y = u(1 — v), with Jacobian

u

— U —Uu

J:det[ ]:—uv—u(l—v):—u.

The limits for v and v are 0 < © < oo and 0 < v < 1. Therefore, we have
Ca)l(B) = / / —(@+y) po-1yB=1 gy dy
= / / ~(wotu=0) ()2~ (u(1 — v)) P ududv

/ 11— o)t e dudu
0

1 oo
v (1 — U)ﬁldv] [/ u”ﬂle“du}
0

= Bla, B)I(a+ p),

[
J

which gives the desired relation
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. (5 marks) For 2 random variables X and Y with distribution functions F' and G, respec-
tively, we say that X is stochastically dominated by Y if F(t) > G(t) for all ¢t € R. Let
X1, Xs,... be a sequence of random variables such that X, has a Gamma distribution
with parameters n and A, for some given A > 0. Let F}, denote the distribution function
of X,,. Compute F),(t) — F,+1(t) for t > 0 and show that X, is stochastically dominated
by X, for all n.

Solution: We show that X, is stochastically dominated by X, i by computing F, () —

F,11(t) and showing that it is nonnegative. For ¢t > 0, we have

' A" n—1_-—A\x t/\n+1 n_—Ar
F.(t) — Foa(t) = i (n—l)'x e Mdx — T e Mdx

Doing integration by parts on the second integral (with u = 2", du = nz"'dz , dv =

Az _ 1 -z :
e dr and v = —5e™") gives

t

t
—l—ﬁ/ x"le)‘xdx}
0 A 0

toan AL ]
F.(t) — Foa(t) = /0 " e My — {——x"e’\x

(n—1)! n! A
D\ At)™ D\
— / (L’n_le_)\xd.I + ( ) e—At o / IL’n_1€_)\rdI
o (n—1)! n! o (n—1)!
)"
nl ’

which is clearly positive for all ¢ > 0. For ¢ < 0 both F,(t) and F,;1(t) are equal to 0
and so their difference is 0. Therefore, we have that F,(t) — F,,+1(t) > 0 for all £ € R, so
X, is stochastically dominated by X, 1.



