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Order Statistics

Let X4,...,X,, be jointly continuous random variables.

Definition The kth order statistic of X1, ...
value of the X; and denoted by X ;). Thus

, Xy, is the kth smallest

X(l) :min(Xla"'aXn)7 X(n) :maX(X17-~-aXn)7

The vector (X(1y,...,X(n)) is called the order statistics of (X1,..., X,).

o We will assume that X;,..., X, are independent and identically
distributed (i.i.d.) random variables. Thus their joint pdf is

s xn) = flo1) f(z1) - fon)

le:n-vXn (.’1717 e

where f is the common marginal pdf of the X;.

e We will determine the joint pdf of X(y),..., X(y).
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If fi..n is the joint pdf of X(y),..., X(y), then (with h > 0)

1 xi+h Tn+h
7xn): hm*/ / fl...n(tla”-atn)dtl"'dtn

h—0 h"

fl...n(xh e

i n

. 1
= ’llli%ﬁP(a:l§X(1)§:c1+h,...,xn§X(n)an—l—h)

(true for any sufficiently well behaved pdf).

Clearly, we only need consider the case z1 < 29 < -+- < zp,. (Why?) Let
Sy denote the set of permutations of {1,...,n}. Note that |S,| =n!l.
Since X1,..., X, are jointly continuous, the n! disjoint events

As = {Xo0) < Xp2) < - < Xom)}, 0€ES,

have total probability 1, i.e.,

P( U Ag> = 1.

oESy,
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Define the events

A={r1 <Xy <z1+h,...,2n < X(ny <y + A}
and

BU:{xngU(l)Sx1+h)"')anXU(n)an+h}

and note that AN A, = B, if h > 0 is small enough. Thus for such h
P(Z‘l SX(l) <r —‘rh,..-,ﬂf” SX(n) < xn"'h)
= PA)= > P(AnA4,)= > P(B,)

o€eSy, ocES,

Z HP(Q:Z < Xoy < + h) (since the X; are independent)

oSy i=1

= 2 ﬁ [FXcr(z') (zi +h) = Fx, (xi)}

oS, i=1

= nl! H [F(xz +h)— F(xl)} (F is the common cdf of the X;)
i=1
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Marginal pdfs of order statistics

We obtain
Notation: For k < r we let fy...,.(z) - x,) denote the marginal jpdf of
from(zy, .. '1’ n) X(kys---> X (). Here we always assume z < 241 < --- < &,; otherwise
= }LILI%) h—nP(ml < X(l) <zi14+h,...,T, < X(n) <z, + h) fkr(xk : “(ET) = 0.
1 n “Integrating out” x; we get
= Jim ot ] [P+ 1) — Fa) grating Lee .
— .
=1 foon(mo, .. my) = / nlf(z) f(z2) - f(2n) day
T Fli B = Fw) -
= n Ll hlg}) i = nlF(z2)f(22)- - f(zn)
= () f () T, Similarl,
z3
= |
In conclusion, the joint pdf of the order statistics X(1),..., X(,) is given faom (@3, 1) = [m nlF(x2) f(x2) - - f(2n) doo
by F(x3)?
IR,
o ) nlf(z) f(z2) - flan)  For <zp < <y, Integrating out x3,...,T,_1, we obtain in general for all z; < -+ <z,
1...n xl)"-7xn =
0 otherwise. F(x)k1
foomn(@hy ooy Tp) = n'(i)'f(xk) < fan)
(k—1)!
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Setting r = k + 1 we get for all z;, < x
If we integrate out x,, first, we obtain & 8 k s
n—k—1
= F(xp) (1 - Flze+1))
fl'“’n—l(x17"'7$'n.—1) = / n'f(xl)f(xg)f(xn) dl‘n fk,k+l(xk7xk+l) :nlmf('rk)f(mk-‘rl) (n—k— 1)|
Tp_1
= nlf(z)--- f(ﬂTn—l)(l - F($n—1)) From this we obtain the marginal pdf of X):
Continuing with x,_1,Z,_2,..., %41, we get for all z; < -+ <z, F(x )1 oo 1— F(xp1) n—k—1
fe(zr) = n!%f(l‘k)/ f(@r41) ( (@e41)) dzpia
(k—1)! - (n—k—1)!
1— F(x, e n—k - oo
Jrow(@1, oy 20) = nlf(21) - “f(xr)((n(—r;? _ H,F(Ik)kflf(x ) - (1—F(zrs1))"
: Tk—1 VR (n—k)! N
Integrating out ', Tp—1,. .., Try1 iN frn(Tg, ..., Tp) OF 'F(xk)"”'_l (1 _ F(I’]J)nik
T1,Z9, ..., Tp—1 N f1...(z1,...,2z,) we finally obtain for all = (k—1)! flax) (n—k)!
Tp < -or < 2y
We obtained (Theorem 9.5 in text):
F(xy)k! 1— F(z,)""
R s R R o Py (1 — )
fr(@) = mf(x) (2) ( - (ff))
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Finally, if we integrate out xx41,...,2,—1 in f...., then we obtain for all
xy < 2, (Theorem 9.6):

fk,r(xk» xr)

Special cases: minimum and maximum

From fi with k& = 1 we get the pdf of X(;) = min(X1,..., X,):

1

filz) =nf(z)(1 - F(z)""

For k = n we get the pdf of X,y = max(Xy,...,Xy,):

fale) = nf(@)Fa)" |
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Example: The i.i.d. random variables X7, X5, ..., X,, are often called a
random sample from the common distribution of the X;. The range of
the random sample is R = X(,,) — X(1). Determine the pdf of R.
Specialize to the case where X; ~ Uniform(0, 1).

Solution:
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Application: Sample median

@ The median of the distribution of a r.v. X is any value m such that

1 1
Equivalently, if F' is the cdf of X,
1 _ 1
F(m)2§ and 1—F(m)2§
@ The sample median of the random sample X1,..., X, from a
continuous distribution is
X(i) if n is odd
2
M X X
2 2 if n is even
2
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@ The sample median is often taken to be an estimate of the median,
and it is sometimes preferred to the sample mean %Z?zl X; as an
estimate of the “center of the distribution” because it is more robust
to “outliers.”

Example:
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