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Abstract— We consider a multi-link and multi-input-multi-
output (MIMO) interference system in which each link wishes
to minimize its own power by choosing its own signal vector
subject to an information theoretic Quality-of-Service (QoS)
requirement. Our setup leads to a multi-link game, referred to
as a “power game”, in which the feasible strategy set of an
individual link depends on the strategies of the other links. We
characterize the rates for which an equilibrium solution exists
in a power game in terms of the equilibria of “capacity games”
introduced in our earlier work [1]. We provide an example
where the set of equilibrium rates is properly contained in the
set of achievable rates. We provide a conservative estimate of
the region of equilibrium rates using a minmax approach. We
discuss the uniqueness of equilibrium as well as the convergence
of best response dynamics (a.k.a. iterative water-filling) for all
rates when the interference is sufficiently small and some other
mild conditions are met. Finally, we extend our results to the
case where the QoS requirements are softened.

Index Terms— Power control, MIMO systems, Co-channel
interference, Ad-hoc networks, Game theory, Generalized Nash
equilibrium.

I. I NTRODUCTION

Multiple-Input Multiple-Output (MIMO) links use antenna
arrays at both ends of a link to transmit multiple parallel
streams in the same time and frequency channel [2], [3]. Sig-
nals transmitted and received by array elements at different
physical locations are spatially separated by array processing
algorithms. Depending on the channel scattering conditions,
MIMO links can yield large gains in capacity of wireless
systems.

Using antenna arrays at both ends of the links can also
allow the network to accommodate multiple nearby links to
transmit in the same time and frequency channel, i.e. through
spatial multiplexing. In this scheme, multiple links, eachwith
different transmitter-receiver pairs, are allowed to transmit in
a given range possibly through multiple streams per link.

Such a multi-access network with MIMO links is referred
to as a MIMO interference system and has been considered
in previous studies including [1], [4]–[7], with the focus of
finding the achievable rates of the links given their power
and interference levels. Our earlier work [1] uses a multi-
link game framework to analyze the MIMO interference
system where each link selfishly wishes to maximize its own

Research supported by NSF Grant #ECCS-0547692.

G. Arslan is with the Department of Electrical Engineering, University of
Hawaii at Manoa, 440 Holmes Hall, 2540 Dole Street, Honolulu,HI 96822,
USA. E-mail:gurdal@hawaii.edu

M. F. Demirkol is with Turkcell Iletisim Hizmetleri, A.S., Istanbul,
TURKEY. E-mail:demirkol@ieee.org
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mutual information. In [1], the existence of Nash equilibrium
associated with the multi-link game is established and suffi-
cient conditions for the uniqueness of equilibrium are given.
Decentralized algorithms are suggested as update strategies
to determine the link parameters using only local information
and reasonable computational burden. Since an equilibrium
state does not necessarily maximize the total mutual infor-
mation, a stream control approach is introduced to achieve
a system-level coordination based on link negotiations. With
the stream control approach, the system-wide efficiency of
equilibrium is improved by imposing limits on the number
of independent data streams of each link.

In this paper, we consider a MIMO interference network
in which the objective of each link is to satisfy a certain
Quality of Service (QoS) requirement, defined in terms of
the achievable data rate of the link, with minimum possible
total radiated power. In [8], an iterative method is used to
determine link parameters at equilibrium for such a MIMO
network. It is shown that the converged state does not
necessarily yield the best network throughput. Previous work
such as [9]–[11] have considered joint optimization of sets
of co-channel links assuming that the base-station has an
array antenna. However, the models considered in these
papers involve the set of scalar power levels as the decision
parameters in contrast to the model considered in this paper
where the decision parameters are the covariance matrices of
the transmitted signals.

We model the interactions among the links within the
framework of noncooperative game theory and present a
multi-link power game where each link’s strategy has an
effect on the strategy sets of the other links. As in [1],
we follow a decentralized approach and assume availability
of only local information; i.e. one link has knowledge of
only its own channel and received interference conditions.
We discuss the existence, uniqueness, and decentralized
computation of generalized Nash equilibrium in multi-link
power games.

The rest of this paper is organized as follows. Section II
presents the system model. Section III introduces the power
game setup. Section IV discusses the relationship between
the power games and the so-called capacity games introduced
in our earlier work. Section V is on obtaining a conservative
estimate of the region of equilibrium rates. Section VI
provides a discussion on relaxing the QoS requirements of
the links. Section VII is devoted to best response dynamics
as decentralized link adjustment algorithms. Section VIII
concludes the paper.



A. Notation

– := stands for “defined as”.
– ≡ stands for “identically equal to”.
– E[.] denotes the expectation.
– † denotes the conjugate transpose.
– I denotes an identity matrix of an appropriate dimen-

sion.
– |A| denotes the determinant of a square matrix.
– tr(A) denotes the trace of a square matrixA.
– −k denotes the set of indices other thank.
– R denotes the set of real numbers;Rn denotes the

n−dimensional Euclidian vector space.
– H denotes the Hilbert space ofm×m complex Hermi-

tian matrices (wherem will be clear from the context).
– H+ denotes the closed convex cone of positive semi-

definite matrices inH; Hn
+ denotes then−times product

H+ × · · · × H+.
– diag(a1, a2, . . . ) denotes the diagonal matrix whose

diagonal entries are the scalarsa1, a2, . . . .
– [a]+ = max{a, 0} for a reala.
– F : X ⇉ Y indicates thatF is a correspondence

mappingX into the set of subsets ofY.
– gr(F) denotes the graph of a correspondenceF : X ⇉

Y, i.e., gr(F) = {(X,Y) ∈ X × Y : X ∈ X , Y ∈
F(X)}.

II. SYSTEM MODEL

We consider anL-link communication system where each
link is associated with a transmitter-receiver pair. Each trans-
mitter and receiver are equipped withNt andNr antennas,
respectively. We assume linkk, for k = 1, ..., L, transmits
a complex signal vectorxk of dimensionNt. Consequently,
a complex baseband signal vector of dimensionNr denoted
by yk is received at thek−th receiver. The received signal
vectors are related to the transmitted signal vectors by

yk = Hk,kxk +
L

∑

ℓ=1,ℓ 6=k

Hk,ℓxℓ + nk,

where

– Hk,ℓ is the complex channel matrix of dimensionNr ×
Nt for the link between theℓ−th transmitter and the
k−th receiver,

– nk denotes the zero-mean circularly symmetric com-
plex Gaussian noise vector at thek−th receiver with
E[nkn

†
k] = I.

To avoid trivialities, we make the following assumption
throughout the paper.

Assumption 2.1:

Hk,k 6= 0, for all k = 1, . . . , L.

We now consider a scenario in which thek−th link wishes
to minimize its power

E[x†
kxk]

by choosing the distribution ofxk, independently of the other
links, subject to a QoS constraint

I(xk;yk) ≥ rk (1)

whereI(xk;yk) is the mutual information between the input
and the output of the channel characterized byHk,k andrk ∈
[0,∞) is a given constant. Thek−th link, not knowing the
distributions of the signal vectors chosen by the other links,
models the total interference

∑L
ℓ=1,ℓ 6=k Hk,ℓxℓ at its receiver

as a zero-mean circularly symmetric complex Gaussian noise
vector. Under the modeling assumptions delineated above,
the k−th link’s power E[x†

kxk] is minimized by a zero-
mean circularly symmetric complex Gaussian distribution
satisfying the QoS constraint (1); see [2]. Note that if all
links make the same modeling assumptions then the links
can choose their optimal distributions in a manner that is
mutually consistent with their modeling assumptions. We
assume that this is the case, and note from [2] that the mutual
information of each link can now be written as

I(xk;yk) = log2

∣

∣I + R
−1/2
k Hk,kQkH

†
k,kR

−1/2
k

∣

∣, (2)

k = 1, ..., L, whereQk := E[xkx
†
k] is a Hermitian positive

semi-definite matrix, and

Rk := I +

L
∑

ℓ=1,ℓ 6=k

Hk,ℓQℓH
†
k,ℓ (3)

is the covariance matrix of the total interference and noise
at thek−th receiver1. We furthermore assume that both the
transmitter and receiver nodes of thek−th link have the
knowledge of the whitened channel matrixR

−1/2
k Hk,k once

the other links choose their signal vectors. Now, from the
perspective of each link, the problem amounts to choosing an
appropriate covariance matrix with minimum trace satisfying
its own QoS constraint in the presence of the other links that
also want to minimize their own powers satisfying their own
QoS constraints.

III. A P OWER GAME AND GENERALIZED NASH

EQUILIBRIUM

The setup introduced in the previous section leads us to
an L−link noncooperative game with cost functions

Jp
k (Qk) := tr(Qk),

and feasible strategy sets

Fp
k (Q−k) := {Qk ∈ H+ : rk − I(xk;yk) ≤ 0} , (4)

where
– Q−k := {Q1, . . . ,Qk−1,Qk+1, . . . ,QL},
– I(xk;yk) is as in (2),
– rk ∈ [0,∞) is a given constant,

for k = 1, . . . , L. We call the above game a power game
and denote it byΓp(H, r) whereH := {Hk,ℓ}1≤k,ℓ≤L, and
r := {rk}1≤k≤L.

1In the remainder of the paper, we often suppress the dependence
of the mutual informationI(xk;yk) on the link covariance matrices
Q1, . . . ,QL.



A selfish link in such a strategic engagement would not be
satisfied with its choice unless its cost is minimized given
the choices of the other links. A steady state situation in
which all link costs are mutually minimized is called a
generalized Nash equilibrium2. For a more precise definition
of equilibrium, let BRp

k denotek−th link’s best response
function, i.e.,

BRp
k(Q−k) := argminQk∈F

p

k
(Q

−k)J
p
k (Qk), (5)

and let BRp := {BRp
k}1≤k≤L denote the composite best

response function; see Proposition 1.1 in Appendix for the
fact that, for any givenQ ∈ HL

+, BRp(Q) is nonempty
and single-valued. Now, a profile of link strategiesQ∗ =
{Q∗

1, ...,Q
∗
L} is called an equilibrium ofΓp(H, r) if

Q∗ = BRp(Q∗).

An equilibrium represents a steady-state situation in which
no link has an incentive to unilaterally change its strategy.
As such, equilibrium is a particularly useful notion when it
is not practical to obtain and/or implement a system-wide
optimal solution. For example, an equilibrium can emerge
out of local optimizations performed by autonomous links in
an ad-hoc wireless network without centralized coordination.
Therefore, it is important to address the issue of existence
and uniqueness of an equilibrium in a power game.

One approach used in [12] to establish the existence
of equilibrium in single-input-single-output (SISO) power
games is the framework of supermodular games which relies
on the monotonicity of best response function. However, this
approach is not readily applicable to the MIMO case. For
instance,BRp is not always non-decreasing with respect to
the partial orderQ1 ≤ Q2 ⇔ Q2 − Q1 ∈ HL

+, i.e.,

Q1 ≤ Q2 6⇒ BRp(Q1) ≤ BRp(Q2).

An example is provided below.

Example 3.1: Consider a power gameΓp(H, r) where
L = 2, Nr = Nt = 2, H1,1 = I,H1,2 = diag(1, 0), r1 =
1. We haveBRp

1(I/2) = diag(
√

3 − 3/2,
√

3 − 1), whereas
BRp

1(I) = diag(0, 1).

Another approach to establish the existence of an equilib-
rium in noncooperative games is based on Kakutani’s well-
known fixed point theorem. Towards this end, we state a fun-
damental existence theorem specialized from Theorem 4.3.1
of [13] to our context.

Theorem 3.1 (Theorem 4.3.1 of [13]): Let us consider an
L−player noncooperative game where thek−th player’s
strategyQk belongs to a subsetCk of a Euclidan space. Let
C := ×ℓCℓ and C−k := ×ℓ 6=kCℓ. Let Fk : C−k ⇉ Ck be
the feasible strategy correspondence for playerk such that
Fk(·) = {Qk ∈ Ck : gk(Qk, ·) ≤ 0} for somegk : C 7→ R.
Let Jk : gr(Fk) 7→ R be the cost function for playerk.
Assume, for allk = 1, . . . , L, that

2We henceforth refer to a generalized Nash equilibrium simplyas an
equilibrium.

(i) Ck is nonempty, convex and compact,
(ii) gk is continuous inC,

(iii) for any fixed Q̄−k ∈ C−k, gk(·, Q̄−k) is convex inCk,
(iv) for any fixedQ̄−k ∈ C−k, there exists āQk ∈ Ck such

that gk(Q̄k, Q̄−k) < 0,
(v) Jk is continuous in gr(Fk),

(vi) for any fixed Q̄−k ∈ C−k, Jk(·, Q̄−k) is convex in
Fk(Q̄−k).

Then, there exists an equilibrium.

Remark 3.1: Theorem 4.3.1 of [13] allowsFk to be
arbitrary provided it is nonempty, closed, and convex valued
in C−k as well as it is both upper semi continuous and lower
semi continuous inC−k. In Theorem 3.1, conditions imposed
on gk are sufficient forFk to satisfy such requirements. In
particular, see Theorem 2.2.3 of [13] for the upper semi
continuity requirement, and see Theorem 12 of [14] for the
lower semi continuity requirement. Finally, ifFk(.) ≡ F̄
for some fixed nonempty, closed, and convex subsetF̄ of
Ck, for all k = 1, . . . , L, then assumptions (ii), (iii), (iv) of
Theorem 3.1 are superfluous.

It turns out that Theorem 3.1 is not immediately applicable
to a power gameΓp(H, r). Note that, if we setCk = H+,
gk = rk − I(xk;yk), and Jk = Jp

k , the assumptions
(ii) through (vi) of Theorem 3.1 are satisfied, however,
assumption (i) is not satisfied. The main difficulty stems
from the fact that link feasible strategy setsFp

k (Q−k), given
in (4), are unbounded. Moreover, imposing bounds on link
strategies in a way that is consistent with the assumptions
of Theorem 3.1 is not straightforward. For example, it is
not clear how to impose some additional power limitations
p̄1, . . . , p̄L such that the modified strategy sets

{Qk ∈ H+ : tr(Qk) ≤ p̄k, rk − I(xk;yk) ≤ 0}

are nonempty for allk = 1, . . . , L. This prompts us to
follow alternative routes towards establishing the existence
of equilibrium in power games. We first observe a useful
relationship with a capacity game.

IV. RELATIONSHIP WITH A CAPACITY GAME

Let p := {pk}1≤k≤L be a collection of positive scalars.
Consider anL−link noncooperative game with utility func-
tions

I(xk;yk)(Q), (6)

and feasible strategy sets

{Qk ∈ H+ : tr(Qk) ≤ pk}, (7)

for all k = 1, . . . , L, where Q = {Q1, . . . ,QL}, and
I(xk;yk) is as in (2). Here, each link wishes to maximize its
utility (6) by choosing a strategyQk from its feasible strategy
set (7) We call this game acapacity game and denote it by
Γc(H,p).

The equilibria of capacity games have been studied in [1].
In particular, the existence of an equilibrium in every capac-
ity gameΓc(H,p) has been established using the framework



of concave games [15]3. The following proposition, whose
proof is revealed by a little thought, relates the equilibria of
power games and capacity games.

Proposition 4.1: Fix H. ConsiderQ̃ ∈ HL
+, and letp̃ :=

{Jp
k (Q̃k)}1≤k≤L, r̃ := {I(xk;yk)(Q̃)}1≤k≤L. Then,

Q̃ is an equilibrium ofΓc(H, p̃)

⇔ (8)

Q̃ is an equilibrium ofΓp(H, r̃).

This implies that a power gameΓp(H, r) would possess an
equilibrium if and only if the rate profiler can be achieved
at an equilibrium of a capacity gameΓc(H,p) for some
power profilep. This leads us to the question of how we
can characterize the set of rate profiles that can be achieved
at an equilibrium ofΓc(H,p) for somep.

For a fixedH, define the set ofequilibrium rates as

Re(H) := {{I(xk;yk)(Q∗)}1≤k≤L : Q∗ is an

equilibrium of Γc(H,p) for somep} ,

and the set ofachievable rates as

Ra(H) :=
{

{I(xk;yk)(Q)}1≤k≤L : Q ∈ HL
+

}

.

Clearly,Re(H) ⊂ Ra(H). Moreover, in some special cases,
we haveRe(H) = Ra(H).

Proposition 4.2: If Nr = Nt = 1, thenRe(H) = Ra(H).

Proof: It follows from the fact that, in the SISO case,
p is the unique equilibrium ofΓc(H,p).

It is possible, however, to find someH for which Re(H)
is a proper subset ofRa(H), i.e.,

Re(H) ( Ra(H).

Example 4.1: Consider the setupL = 2, Nr = Nt =
2, H1,1 = H2,2 = I, H1,2 = H2,1 =

√
ηI, for someη ≥ 0.

Any given rate profile{rk ≥ 0}2
k=1 can be achieved by

Q1 = diag(2r1 − 1, 0), Q2 = diag(0, 2r2 − 1). Therefore,
Ra(H) = [0,∞)2.

However, if η < 1, then the unique equilibrium of
Γc(H,p) for a givenp = {pk ≥ 0}2

k=1 is {pkI/2}2
k=1 with

the corresponding rate profile
{

log2

(

1 + pk/2
1+ηp

−k/2

)}2

k=1
.

This implies that, forη < 1,

Re(H) =
{

{r1, r2} :
(
√

2r1 − 1
)(
√

2r2 − 1
)

< 1/η2
}

.

Figure 1 illustratesRe(H) for the case whereη = 1/2.

3The existence of an equilibrium in any capacity gameΓc(H,p) also
follows from Theorem 3.1.

Fig. 1. An illustration ofRe(H) in Example 4.1 for the caseη = 1/2.

Re(H)

V. A CONSERVATIVE ESTIMATE OF Re(H)

Here, we present an estimate of the set of equilibrium
rates, which is conservative but relatively easier to compute.
We recall that Theorem 3.1 is not applicable to establish an
equilibrium in a power game mainly because feasible strategy
sets are unbounded. To work around this issue, consider a
nonempty, convex and compact subsetC ∈ HL

+ of the form

C = C1 × · · · × CL, (9)

where, fork = 1, . . . , L,

Ck = {Qk ∈ H+ : tr(Qk) ≤ pk for some fixedpk < ∞} .

Let C−k := ×ℓ 6=kCℓ. We now define a set of minmax rates

Rm(H) :=
⋃

C

{

{rk}1≤k≤L : ∀ 1 ≤ k ≤ L,

0 ≤ rk ≤ min
Q

−k∈C
−k

max
Qk∈Ck

I(xk;yk)(Qk,Q−k)
}

where the union is taken with respect to subsetsC ∈ HL
+ of

the form (9). Loosely speaking,Rm represents the rates that
are achievable irrespective of the interference when the link
strategies belong tosome nonempty, convex and compact set.

Proposition 5.1:

Rm(H) ⊂ Re(H) (henceRm(H) ⊂ Re(H) ⊂ Ra(H)) .

Proof: For a fixed H, consider the power game
Γp(H, r) with r ∈ Rm(H). Let Cr ∈ HL

+ be a nonempty,
convex and compact subset of the form (9) such that

rk ≤ min
Q

−k∈Cr

−k

max
Qk∈Cr

k

I(xk;yk)(Qk,Q−k), 1 ≤ k ≤ L.



It is clear that

Q−k ∈ Cr
−k ⇒ BRp

k(Q−k) ∈ Cr
k.

Hence, the composite best response functionBRp mapsCr

into Cr, i.e., BRp : Cr → Cr. Now, by Theorem 3.1, the
restriction ofΓp(H, r) to Cr possesses an equilibrium, which
is also an equilibrium ofΓp(H, r). Therefore,Rm(H) ⊂
Re(H).

Proposition 5.2: Fix {Hk,k}1≤k≤L and r ∈ [0,∞)L. If
the interference channels are sufficiently weak, i.e.,η :=
{Hk,ℓ}k 6=ℓ is sufficiently small, then

r ∈ Rm(H), and hencer ∈ Re(H).

Proof: To see this, choose anyr = {rk}1≤k≤L where
rk ∈ [0,∞), for all k = 1, . . . , L. First consider the case
whereη = 0. SinceI(xk;yk)(Q)|η=0 depends only onQk,
there is a strategy profilēQ ∈ HL

+ such that

I(xk;yk)(Q̄)|η=0 = 2rk.

Consider the nonempty, convex and compact subsetC2r :=
C2r
1 × · · · × C2r

L where

C2r
k = {Qk ∈ H+ : tr(Qk) ≤ tr(Q̄k)}, k = 1, . . . , L.

SinceI(xk;yk)(Q) is continuous with respect toη atη = 0,
for sufficiently smallη,

rk ≤ min
Q

−k∈C2r
−k

max
Qk∈C2r

k

I(xk;yk)(Qk,Q−k), 1 ≤ k ≤ L.

The following proposition, whose proof follows from the
definition of Rm(H) and Proposition 5.1, states that all
sufficiently small rates are equilibrium rates.

Proposition 5.3: Fix H. There exist̄rk > 0, k = 1, . . . , L,
such that

{

{rk}1≤k≤L : rk ∈ [0, r̄k], k = 1, . . . , L
}

⊂ Re(H).

It turns out that, for someH, Rm(H) is a proper subset
of Re(H), i.e.,

Rm(H) ( Re(H).

Example 5.1: Consider the setup in Example 4.1. Simple
calculations yield, for allη ≥ 0,

Rm(H) =
{

{r1, r2} :
(
√

2r1 − 1
)(
√

2r2 − 1
)

< 1/η2
}

.

In view of Example 4.1, this means that, forη < 1,
Rm(H) = Re(H).

However, for η ≥ 1, the capacity gameΓc(H,p) for
some fixedp = {pk > 0}2

k=1 has additional equilibria
(in addition to{p1I/2, p2I/2}). In particular, whenη ≥ 1
and p1 = p2 = p for somep > 0, {diag(p, 0), diag(0, p)}
is such an additional equilibrium with the rate profile
{log2(1 + p), log2(1 + p)}. For a sufficiently largep > 0,
{log2(1+p), log2(1+p)} 6∈ Rm(H). As a result, forη ≥ 1,
Rm(H) ( Re(H).

VI. SOFTENING QOS REQUIREMENTS

We thus far viewed the QoS requirements as hard con-
straints. One of the difficulties with this viewpoint is thatif
the rates that the links seek to achieve are not achievable
at an equilibrium, then the links would not be able to settle
at any solution. In a practical scenario, an individual link
not knowing the entire setup would not be able to easily
determine whether or not its QoS requirement is achievable
at an equilibrium. The lack of an equilibrium would manifest
itself as persistent oscillations when the links continually
adjust their covariance matrices using an update algorithm
such as best response dynamics. To overcome this difficulty,
we now soften the QoS requirements by removing the hard
constraintQk ∈ Fp

k (Q−k) and modifying the link cost
functions as

Jw
k (Q) := tr(Qk)+w

[

rk −I(xk;yk)
]+

, Qk ∈ H+, (10)

wherew ∈ [0,∞) is the cost of violating the QoS require-
ments. We refer to a game characterized by the cost functions
Jw

1 , . . . , Jw
L and the feasible strategy setsH+ ×· · ·×H+ as

a “weighted power game” and denote it byΓw(H, r).
We denote thek−th link’s best response function byBRw

k ,
i.e.,

BRw
k (Q−k) = argminQk∈H+

Jw
k (Qk,Q−k),

and the composite best response function byBRw :=
{BRw

k }1≤k≤L; see Proposition 1.1 in Appendix for the fact
that, for any givenQ ∈ HL

+, BRw(Q) is nonempty and
single-valued. We call a profile of link strategiešQ ∈ HL

+

an equilibrium ofΓw(H, r) if

Q̌ = BRw(Q̌).

We are essentially interested in the case wherew ↑ ∞,
since, for largew, the links are expected to strive towards
achieving their QoS requirements. If it is not possible for a
link to achieve its QoS requirement, then this would result
in a very high power level for the particular link at an
equilibrium, which would perhaps prompt the link to scale
down its QoS requirement. One advantage of softening the
QoS requirements is that an equilibrium would always exist
regardless of the rates that the links seek to achieve. Another
advantage is that if the target rates are equilibrium rates,then
the equilibria of a weighted power game for sufficiently large
w contain the equilibria of the corresponding power game
which by definition satisfy the QoS requirements.

Proposition 6.1: Fix H, r ∈ [0,∞)L, and w ∈ [0,∞).
Then, the following statements are true.

1) The weighted power gameΓw(H, r) possesses an
equilibrium.

2) An equilibrium of Γw(H, r) satisfying the QoS re-
quirement (1) is also an equilibrium ofΓp(H, r).

3) There exists āw ∈ [0,∞) such that ifw ∈ [w̄,∞) then
any equilibrium ofΓp(H, r) is also an equilibrium of
Γw(H, r).

4) Let {wn}n≥1 be an increasing positive-valued and
unbounded sequence of scalars. Let{Qn}n≥1 be a



corresponding sequence inHL
+ such that, for alln ≥ 1,

Qn is an equilibrium ofΓwn(H, r).

a) If supn≥1

∑L
k=1 tr(Qn

k ) < ∞, then there exists
an n̄ ≥ 1 such that, for alln ≥ n̄, Qn is an
equilibrium of Γp(H, r).

b) If r 6∈ Re(H), thensupn≥1

∑L
k=1 tr(Qn

k ) = ∞.

Proof:

1) We observe that, for anyQ−k ∈ HL−1
+ ,

tr
(

BRw
k (Qk)

)

≤ Jw
k

(

BRw
k (Qk),Q−k

)

≤ Jw
k (0,Q−k) = wrk.

Therefore, without loss of generality, we can restrict
the link strategies to

Fw := Fw
1 × · · · × Fw

L , (11)

where, fork = 1, . . . , L,

Fw
k := {Qk ∈ H+ : tr(Qk) ≤ wrk}.

Clearly,Fw
k is nonempty, convex and compact. Also,

Jw
k is continuous inFw, andJw

k (·,Q−k) is convex in
Fw

k for each fixedQ−k ∈ Fw
−k := ×ℓ 6=kFw

ℓ . Now, the
existence of an equilibrium follows from Theorem 3.1.

2) Obvious.
3) Consider any equilibrium{Q∗

k}L
k=1 of the power game

Γp(H, r). Proposition 1.1 in Appendix shows that
there exists āw ∈ [0,∞) such that, for allw ∈ [w̄,∞),

BRw
k (Q∗

−k) = BRp
k(Q∗

−k) = Q∗
k,

for all k = 1, . . . , L.
4) a) Since{Qn}n≥1 belongs to a compact subset of

HL
+, there exists aw̄ ≥ 0 such that, for all

w ≥ w̄, BRw
k (Qn

−k) = BRp
k(Qn

−k), n ≥ 1, k =
1, . . . , L; see Proposition 1.1 in Appendix . This
implies that there exists an̄n ≥ 1, such that, for
all n ≥ n̄, Qn

k = BRwn

k (Qn
−k) = BRp

k(Qn
−k),

k = 1, . . . , L.
b) Suppose thatsupn≥1

∑L
k=1 tr(Qk) < ∞. Then,

part a) implies that, for a sufficiently largen, Qn

is an equilibrium ofΓP (H, r), which contradicts
r 6∈ Re(H).

VII. B EST RESPONSEDYNAMICS

Here, we consider a situation in which the links are iter-
atively adjusting their covariance matrices to minimize their
cost functions in a weighted power game. During iteration
t + 1, any individual linkk knows nothing about the setup
except it can compute its own best responseBRw

k (Q−k(t))
to the decisionsQ−k(t) made by the other links at the
previous iterationt. For this, it is sufficient for an individual
link k to know its own channel matrixHk,k, its own QoS
requirementrk, and to measure the covariance matrixRk

of the total noise and interference corresponding toQ−k(t).
The actual computation ofBRw

k (Q−k(t)) can be done as

shown in Proposition 1.1 in Appendix . OnceBRw
k (Q−k(t))

is obtained, any linkk updates its own covariance matrix
according to

Qk(t+1) = (1−αk(t))Qk(t)+αk(t)BRw
k (Q−k(t)), (12)

where0 ≤ αk(t) ≤ 1 is a parameter that represents thek-th
link’s willingness to optimize (in other words,1 − αk(t) is
thek-th link’s inertia) at stept. The inertia prevents the links
from overreacting and generally helps with the convergence
of the updates.

We also consider the case where the links are engaged in
a power game and therefore update their covariance matrices
according to

Qk(t+1) = (1−αk(t))Qk(t)+αk(t)BRp
k(Q−k(t)), (13)

where 0 ≤ αk(t) ≤ 1 again represents thek-th link’s
willingness to optimize at stept; see Proposition 1.1 in
Appendix for the actual computation ofBRp

k(Q−k(t)).
We should point out that the covariance matrices generated
during the iterations of (13) need not satisfy the QoS require-
ments of the links. More precisely,Qk(t) need not belong
to Fp

k (Q−k(t)) even thoughQk(t) ∈ Fp
k (Q−k(t − 1))

by construction. However, if best response dynamics (13)
converge to some limiting covariance matricesQ̃, then Q̃

must be an equilibrium (and satisfy all QoS requirements).
Best response dynamics (12)-(13) can be generalized by

allowing the links to update intermittently as long as they
do not completely stop updating until convergence. In our
numerical simulations, both best response dynamics (12)-
(13) typically converge. Moreover, we believe that, for
sufficiently small interference, convergence can be proven
along the lines of Proposition 4.1 in [1] by showing that
best response functions are contractions.

Conjecture 7.1: Fix {Hk,k}1≤k≤L, r ∈ [0,∞)L, andw ∈
[0,∞). Assume

(i) rank(Hk,k) = Nt, for all k = 1, ..., L,
(ii) limt→∞ αk(t) = 0 and

∑∞
k=0 αk(t) = ∞, for all k =

1, ..., L.

If the interference channels are sufficiently weak, i.e.,
{Hk,ℓ}k 6=ℓ is sufficiently small, then the following state-
ments are true.

1) Best response dynamics (12)globally converge to
the unique equilibrium of the weighted power game
Γw(H, r).

2) Best response dynamics (13)locally converge to the
unique equilibrium of the power gameΓp(H, r).

Remark 7.1: Note that, in addition to convergence, Con-
jecture 7.1 states the existence of a unique equilibrium
in weighted power games and power games under certain
conditions.

We now provide some examples of nonconvergent cases
when the conditions of Proposition 7.1 are not met.



Example 7.1: Best-response dynamics withαk(t) = 1
starting from0 may diverge even if an equilibrium exists.
Consider the setupL = 2, Nr = Nt = 2, H1,1 = H2,2 =
I, H1,2 = H2,1 =

√
ηI, for someη ≥ 0, andr1 = r2 = 1.

We fist compute that, for anyρ ≥ 0, BRp
k(ρI) = γ(1+ρη)I,

whereγ :=
√

2−1. Therefore, starting from0, best-response
dynamics would generate

0 → γ{I, I} → γ(1 + γη){I, I}
→ γ(1 + γη + γ2η2){I, I} → . . . ,

which diverges whenγη ≥ 1.

Example 7.2: Best-response dynamics may not converge
even if the initial condition is feasible and arbitrarily close
to an equilibrium. Consider the setup given in the previous
example withη = 1, in which (diag(1, 0), diag(0, 1)) is an
equilibrium. We first compute that, for anyθ ≥ 0 and small
ǫ > 0,

BRp
k(diag(θ, θ + 1 − ǫ)) = diag(θ̄ + 1 − ǫ, θ̄)

BRp
k(diag(θ + 1 − ǫ, θ)) = diag(θ̄, θ̄ + 1 − ǫ),

for someθ̄ > 0. Now, consider the initial conditionQ0 =
(diag(1, ǫ), diag(0, 1 + ǫ)) for some smallǫ > 0. Note that
Q0 is feasible, i.e.,I(xk;yk)(Q0) ≥ 1. Starting fromQ0,
best-response dynamics would generate

Q1 = {diag(1, 0), diag(θ1, θ1 + 1 − ǫ)}
Q2 = {diag(θ2 + 1 − ǫ, θ2), diag(0, 1)}
Q3 = {diag(1, 0), diag(θ3, θ3 + 1 − ǫ)}

...

for someθ1 > 0, θ2 > 0, θ3 > 0, . . . .

VIII. C ONCLUSIONS

We studied a power control problem in MIMO interference
systems within the framework of multi-link games. We es-
tablished a relationship between power control and capacity
control problems from a game theoretic perspective. We
illustrated on an example that equilibrium may not exist for
all achievable rates. Using a minmax approach, we obtained
a conservative estimate of the rate region for which an
equilibrium exists in a power game. We discussed some suf-
ficient conditions for the uniqueness of equilibrium as well
as for the convergence of best-response process (iterative
water-filling). We extended our results to the case where
QoS requirements are softened. Improving the efficiency
of equilibrium using stream control as in [1] remains as a
significant future work.
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APPENDIX I
BEST RESPONSEFUNCTIONS

Proposition 1.1: Fix H, r ∈ [0,∞)L, andw ∈ [0,∞).

1) Thek−th link’s best response inΓw(H, r) to any fixed
Q−k ∈ H+ is unique and given as

BRw
k (Q−k)

= Vkdiag
(

q1,1
k , . . . , qnk,nk

k , 0, . . . , 0
)

V
†
k

=

nk
∑

i=1

qi,i
k vi

k

(

vi
k

)†
,

where

– σ1
k ≥ · · · ≥ σnk

k > σnk+1
k = · · · = σNt

k = 0

are eigenvalues ofH†
k,kR

−1
k Hk,k (σ1

k > 0 due to
Assumption 2.1, and1 ≤ nk ≤ min{Nr, Nt}),

– Vk is a unitary matrix such that its columns
v1

k, . . . ,vNt

k are a set of orthonormal eigenvectors
of H

†
k,kR

−1
k Hk,k corresponding toσ1

k, . . . , σNt

k ,
respectively,

– qi,i
k =

[

min
{

w/ ln 2, µk

}

− 1/σi
k

]+
, for all i =

1, ..., nk,
– µk is such thatrk =

∑nk

i=1[log2(µkσi
k)]+.



2) Thek−th link’s best response inΓp(H, r) to any fixed
Q−k ∈ H+ is unique and given as

BRp
k(Q−k)

= Vkdiag
(

q̃1,1
k , . . . , q̃nk,nk

k , 0, . . . , 0
)

V
†
k

=

nk
∑

i=1

q̃i,i
k vi

k

(

vi
k

)†
,

where q̃i,i
k =

[

µk − 1/σi
k

]+
, i = 1, ..., nk, and

σ1
k, . . . , σNt

k , Vk = [v1
k, . . . ,vNt

k ], µk are as in the first
part. Note thatBRp

k(Q−k) = BRw
k (Q−k) whenever

w/ ln 2 ≥ µk.

Proof:
To avoid trivialities, we assumew > 0 andrk > 0.

1) Let Σ := diag(σ1
k, . . . , σnk

k , 0, . . . , 0). Using the deter-
minant identity|I + AB| = |I + BA|, we write

Jw
k (Qk,Q−k) = tr(V†

kQkVk)

+w
[

rk − log2

∣

∣

∣
I + Σ

1/2
k V

†
kQkVkΣ

1/2
k

∣

∣

∣

]+

.

We can equivalently perform the minimization over
Q̄k := V

†
kQkVk, i.e.,

BRw
k (Q−k) =

{

VkQ̄kV
†
k :

Q̄k ∈ argminQk∈H+

{

tr(Qk) +

w
[

rk − log2

∣

∣I + Σ
1/2
k QkΣ

1/2
k

∣

∣

]+}}

.

Let q1,1
k , . . . , qNt,Nt

k be the diagonal entries ofQk. By
Hadamard’s inequality for Hermitian positive definite
matrices,

∣

∣

∣
I + Σ

1/2
k QkΣ

1/2
k

∣

∣

∣
≤ ∏nk

i=1(1+qi,i
k σi

k) with

equality if and only if I + Σ
1/2
k QkΣ

1/2
k is diago-

nal. This implies that the minimum above can be
achieved only by diagonal matrices inH+ of the
form diag

(

q1,1
k , . . . , qnk,nk

k , 0, . . . , 0
)

. Accordingly, we
focus on

min
q1,1

k
≥0,...,q

nk,nk
k

≥0

{

nk
∑

i=1

qi,i
k (14)

+w

[

rk −
nk
∑

i=1

log2(1 + qi,i
k σi

k)

]+






.

Ignoring [.]+ in (14) leads to a strictly convex cost
function over the positive orthant with the unique
minimizer

q̌i,i
k =

[

w/ ln 2 − 1/σi
k

]+
, i = 1, . . . , nk. (15)

Since ignoring[.]+ in (14) lower bounds the cost, if
rk ≥

∑nk

i=1 log2(1+q̌i,i
k σi

k), then the unique minimizer
of (14) is given by (15). On the other hand, ifrk <
∑nk

i=1 log2(1 + q̌i,i
k σi

k), then the unique minimizer of
(14) is given as

q̂i,i
k =

[

µk − 1/σi
k

]+
, i = 1, . . . , nk, (16)

whereµk is such thatrk =
∑nk

i=1 log2(1 + q̂i,i
k σi

k) ⇔
rk =

∑nk

i=1[log2(µkσi
k)]+. Finally, for the uniqueness

of BRp
k(Q−k), note that, even though the choice of

the eigenvectorsv1
k, . . . ,vnk

k is not unique, for an
m−repeated eigenvalue, sayσ1

k = · · · = σm
k > 0,

the matrix
∑m

i=1 vi
k

(

vi
k

)†
is unique, i.e., independent

of the choice of the eigenvectorsv1
k, . . . ,vm

k .
2) Obvious from the first part.


