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Abstract. In this paper, for partially observed Markov decision problems (POMDPs), we 
provide the convergence of a Q learning algorithm for control policies using a finite history 
of past observations and control actions, and consequentially, we establish near optimality 
of such limit Q functions under explicit filter stability conditions. We present explicit error 
bounds relating the approximation error to the length of the finite history window. We 
establish the convergence of such Q learning iterations under mild ergodicity assumptions 
on the state process during the exploration phase. We further show that the limit fixed 
point equation gives an optimal solution for an approximate belief Markov decision prob-
lem (MDP). We then provide bounds on the performance of the policy obtained using the 
limit Q values compared with the performance of the optimal policy for the POMDP, in 
which we also present explicit conditions using recent results on filter stability in controlled 
POMDPs. Whereas there exist many experimental results, (i) the rigorous asymptotic con-
vergence (to an approximate MDP value function) for such finite memory Q learning algo-
rithms and (ii) the near optimality with an explicit rate of convergence (in the memory 
size) under filter stability are results that are new to the literature to our knowledge.

Funding: This research was supported in part by the Natural Sciences and Engineering Research 
Council (NSERC) of Canada. 
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1. Introduction
Partially observed Markov decision problems (POMDPs) offer a practically rich and relevant and mathematically 
challenging model. Even in the most basic setup of finite state–action models, the analysis and computation of opti-
mal solutions is complicated. The existence of optimal policies is, in general, established via converting or reducing 
the original partially observed stochastic control problem to a fully observed Markov decision problem (MDP) with 
probability measure valued (belief) states, leading to a belief MDP. However, computing an optimal policy for this 
fully observed model and so for the original POMDP using classical methods (such as dynamic programming, pol-
icy iteration, linear programming) is not simple even if the original system has finite state and action spaces because 
the state space of the fully observed (reduced) model is always uncountable. Furthermore, when the dynamics are 
not known, learning theoretic methods are not as comprehensively and conclusively studied as the fully observed 
counterpart for MDPs, mainly because of the technical subtleties as we discuss further.

1.1. On Approximation Methods
The problem of approximate optimality is significantly more challenging compared with the fully observed counter-
part. Most of the studies in the literature are algorithmic and computational contributions. These include Porta et al. 
[27] and Zhou and Hansen [44], which develop computational algorithms, utilizing structural convexity/concavity 
properties of the value function under the discounted cost criterion. Vlassis and Spaan [36] provide an insightful algo-
rithm that may be regarded as a quantization of the belief space; however, no rigorous convergence results are pro-
vided. Smith and Simmons [32] and Pineau et al. [26] also present quantization-based algorithms for the belief state, 
in which the state, measurement, and the action sets are finite.

For partially observed setups Saldi et al. [30], building on Saldi et al. [29], introduce a rigorous approximation 
analysis (and explicit methods for quantization of probability measures) after establishing weak continuity condi-
tions on the transition kernel defining the belief MDP via the nonlinear filter (Feinberg et al. [5], Kara et al. [15]) and 
show that finite model approximations obtained through quantization are asymptotically optimal and the control 
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policies obtained from the finite model can be applied to the actual system with asymptotically vanishing error as 
the number of quantization bins increases. Another rigorous set of studies is from Zhou et al. [42, 43] in which the 
authors provide an explicit quantization method for the set of probability measures containing the belief states, in 
which the state space is parametrically representable under strong density regularity conditions. The quantization 
is done through the approximations as measured by the Kullback–Leibler divergence (relative entropy) between 
probability density functions. Subramanian and Mahajan [33] present a notion of approximate information variable 
and study near optimality of policies that satisfy the approximate information state property.

We refer the reader to the survey papers by Lovejoy [19], White [38], and Hansen [8] and the recent book by 
Krishnamurthy [16] for further structural results as well as algorithmic and computational methods for approxi-
mating POMDPs. Notably, for POMDPs, Krishnamurthy [16] presents structural results on optimal policies under 
monotonicity conditions of the value function in the belief variable.

1.2. On Learning for POMDPs
Learning in POMDPs is challenging for the reasons discussed: if one attempts to learn optimal policies through 
empirical observations, then the analysis and convergence properties become significantly harder to obtain as the 
observations progress in a non-Markovian fashion and the belief state is uncountable. Jaakkola et al. [12] study a 
learning algorithm for POMDPs with average cost criteria in which a policy improvement method is proposed 
using random polices and the convergence of this method to local optima is given. McCallum [20] and Lin and 
Mitchell [18] propose the same approach as we use in this paper, and they use a finite memory of history to con-
struct learning algorithms. They provide extensive experimental results; however, both lack a rigorous convergence 
or approximation result.

A natural, though optimistic, suggestion to attempt to learn POMDPs is to ignore the partial observability and 
pretend the noisy observations reflect the true state perfectly. For example, for infinite horizon discounted cost 
problems, one can construct Q iterations as

Qk+1(yk, uk) � (1 � αk(yk, uk))Qk(yk, uk) + αk(yk, uk)
�

Ck(yk, uk) + βmin
v

Qk(Yk+1, v)
�

, (1) 

where yk represents the observations and uk represents the control actions. We can further improve this algorithm 
by using not only the most recent observation, but a finite window of past observations and control actions because 
we can infer information on the true state from the past data. Two main problems with this approach are that (i) 
first, the (Yk, Uk) process is not a controlled Markov process (as only (Xk, Uk) is), and the cost realizations Ck(yk, uk)

depend on the observation process in a random and time-dependent fashion, and hence, the convergence of this 
approach does not follow directly from usual techniques (Jaakkola et al. [11], Tsitsiklis [34]), and (ii) second, even if 
the convergence is guaranteed, it is not immediate what the limit Q values are or whether they are meaningful at 
all. In particular, it is not known what MDP model gives rise to the limit Q values.

Singh et al. [31] study (1), that is, the Q learning algorithm for POMDPs, by ignoring the partial observability and 
constructing the algorithm using the most recent observation variable (for which the state, action, and measurement 
spaces were all assumed finite) and establish convergence of this algorithm under mild conditions (notably that the 
hidden state process is uniquely ergodic under the exploration policy, which is random and puts positive measure 
to all action variables). In our paper, we consider memory sizes of more than zero for the information variables and 
a continuous state space, and thus, the algorithm in Singh et al. [31] can be seen as a special case of our setup. Differ-
ent from our work, however, Singh et al. [31] does not study what the limit of the iterations mean and, in particular, 
whether the limit equation corresponds to some MDP model. In this paper, we rigorously construct the approxi-
mate belief MDP that the limit equation satisfies, which gives an operational and practical conclusion regarding the 
analysis of the algorithm. Furthermore, we use different window sizes, which turns out to be crucial for the per-
formance of the learned policy: using longer window sizes reveals the intimate connection between the approxi-
mate learning problem and the nonlinear controlled filter stability problem that we study in detail. This ultimately 
leads to near optimality of the N-window variation of (1) with an explicit approximation and robustness error 
bound as a function of N and a computable/boundable coefficient related to filter stability.

Another motivation for our study is the following: often one deals with problems in which not only the specifica-
tion of an MDP is unknown, but whether the problem is an MDP in the first place may not be known. The simplest 
extension perhaps is that of a POMDP in which one is tempted to view the measurements as the state or finite win-
dow of measurement and actions as the state. A question that has not been resolved fully is whether a Q learning 
algorithm for such a setup indeed converges, and the next question is, if it does, to what does it converge. Our 
answer to the first question is positive under mild conditions, and the second question is, under filter stability 
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conditions, that the convergence is to near optimality with an explicit error bound between the performance loss 
and the memory window size.

1.3. On Finite Memory Approximations and Relations with Controlled Filter Stability
In our paper, we see, perhaps not surprisingly, that filter stability is an essential ingredient for the learning algo-
rithm to arrive at optimal or near optimal solutions. In other words, how fast the process forgets its initial prior dis-
tribution when updated with the information variables is a key aspect for the performance of the approximate Q 
values determined using most recent information variables. Unlike fully observed systems, the system (belief 
MDP) states cannot be visited infinitely often for POMDPs because there are uncountably many belief states and 
the measurements collected should somehow present approximate information on the belief states through condi-
tions related to filter stability. We make this intuition precise in our paper. We also note that, in optimal control 
theory, it is a standard result that (time-invariant) output feedback control performs poorly compared with state- 
feedback and, in the absence of observability, this holds for all memory lengths.

We end the literature review section by mentioning particularly related studies on finite memory control for 
POMDPs. White and Scherer [39] is a particularly related work that studies approximation techniques for POMDPs 
using finite memory with finite state, action, and measurements. The POMDP is reduced to a belief MDP, and the 
worst and best case predictors prior to the N most recent information variables are considered to build an approxi-
mate belief MDP. The original value function is bounded using these approximate belief MDPs that use only finite 
memory, in which the finiteness of the state space is critically utilized. Furthermore, a loss bound is provided for a 
suboptimally constructed policy that only uses finite history, in which the bound depends on a specific ergodicity 
coefficient (which requires restrictive sample path contraction properties). In this paper, we consider more general 
signal spaces and more relaxed filter stability requirements and, in particular, establish explicit rates of convergence 
results. We also rigorously construct the finite belief MDP considering the approximate Q learning algorithm, 
whereas White and Scherer [39] only focus on the approximation aspect of POMDPs.

In Yu and Bertsekas [40], the authors study near optimality of finite window policies for average cost problems in 
which the state, action, and observation spaces are finite; under the condition that the liminf and limsup of the aver-
age cost are equal and independent of the initial state, the paper establishes the near optimality of (nonstationary) 
finite memory policies. Here, a concavity argument building on Feinberg [4] (which becomes consequential by the 
equality assumption) and the finiteness of the state space are crucial. The paper shows that, for any given ɛ > 0, 
there exists an ɛ-optimal finite window policy. However, the authors do not provide a performance bound related 
to the length of the window, and in fact, the proof method builds on convex analysis.

In a recent paper (Kara and Yüksel [14]), we establish near optimality of finite window policies using a different 
approach by considering the belief MDP directly and quantizing the belief space with a nearest neighbor map 
(under a metric on probability measures that induces the weak convergence topology) that uses finite window 
information variables. In particular, the results in that paper did not establish the convergence of a Q learning algo-
rithm and, strictly speaking, required the knowledge of the belief state to choose the nearest element from the finite 
set. As we see later, the approximate Q learning algorithm does not necessarily choose the nearest element from the 
finite set induced by the window information variables. Thus, in this paper, we explicitly only use the memory vari-
ables directly for the approximation. We also note that the approximation method presented in Kara and Yüksel 
[14] only works for a restricted values of the discount factor, which depends on the system components and the fil-
ter stability terms, whereas the method used in this paper does not put any restrictions on the discount factor. On 
the other hand, in Kara and Yüksel [14] one can relax filter stability to be under weak convergence; in our current 
paper, we consider filter stability under total variation.

Similar to Kara and Yüksel [14], our analysis here also makes explicit connections with filter stability; that is, how 
fast the controlled process forgets its initial distribution as it observes the information variables from the system. In 
the literature, there are various sets of assumptions to achieve filter stability. Two main approaches are: 
• The transition kernel is sufficiently ergodic, forgetting the initial measure and, therefore, passing this insensitiv-

ity (to incorrect initializations) on to the filter process. This condition is often tailored toward control-free models.
• The measurement channel provides sufficient information about the underlying state, allowing the filter to 

track the true state process. This approach is typically based on martingale methods and, accordingly, does not 
often lead to rates of convergence for the filter stability problem but only asymptotic filter stability.

We use the recent results in the controlled filter stability literature presented in McDonald and Yüksel [23] for 
exponential filter stability and McDonald and Yüksel [22, 24] for asymptotic filter stability.

In a recent study (Golowich et al. [7]), a finite memory–based approximate planning method is studied for 
POMDPs, and the relation between the performance of the approximation and the filter stability is established simi-
lar to this paper and Kara and Yüksel [14]. To achieve filter stability, a restrictive rank condition is used for the 
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observation channel, and a polynomial convergence rate is achieved as opposed to the general filter stability setup 
we consider here, which includes exponential or asymptotic filter stability conditions. The approach in Golowich 
et al. [7] to deal with the filter stability is specifically tailored toward finite state spaces, whereas we present results 
for possibly continuous state spaces, and our analysis in approximation is explicit for any filter stability error of the 
form given in Lt (see Equation (16)). The setup in Golowich et al. [7] can be viewed as a particular instance in which 
the state and action spaces are finite and the measurement channel has a restrictive invertibility condition. Further-
more, here, we also present a reinforcement learning algorithm using finite memory variables. We also emphasize 
that explicit filter stability conditions are provided in McDonald and Yüksel [23, theorem 3.3] for exponential filter 
stability and McDonald and Yüksel [24, theorem 3.6] for asymptotic filter stability (the latter, via the examples in 
McDonald and Yüksel [21, section 3], also includes a rank condition for finite models).

We highlight that one key contribution of the paper is the construction of an alternative belief MDP reduction 
introduced in Section 3, which provides a structure to the finite memory approximations. The alternative reduction 
technique leads to an explicit and rigorous error analysis by changing the topology and the construction of the state 
space of the reduced model with no restrictions on the discount parameter β ∈ (0, 1) unlike Kara and Yüksel [14].

1.4. Contributions
i. In Section 3.1, we provide an alternative belief MDP reduction method that is tailored toward finite memory 

approaches. In Section 3.2, we construct an approximate model using the alternative belief MDP reduction (see 
Figure 1). In particular, in Theorems 2 and 3, we establish bounds for the difference between the value functions of 
the original POMDP model and the approximate model and for the performance loss of the policy obtained using 
the approximate belief-MDP when it is used in the original model. We show that the policy obtained using the 
approximate model uses finite memory feedback variables to choose the control actions. Furthermore, Theorems 2
and 3 reveal the close connection between the finite memory approximation method and the controlled filter stabil-
ity problem through a filter stability term Lt defined in (16).

ii. In Section 4, we present a Q learning algorithm that uses finite memory feedback variables. In Theorem 4, we 
show that the Q iterations constructed using finite history variables converge under mild ergodicity assumptions 
on the hidden state process, and the limit fixed point equation corresponds to the optimal solution for the approxi-
mate belief-MDP model introduced in Section 3.2.

iii. We, finally, in Section 5, provide a particular result to guarantee exponential stability for controlled filter prob-
lems, which, in turn, implies that the error resulting from the finite memory approximation and learning methods 
decays to zero exponentially fast as the memory size increases under explicit filter stability conditions to be pre-
sented (Corollaries 2 and 3).

In Section 6, we provide numerical examples that verify both the Q learning convergence and near optimality 
results.

2. Partially Observed Markov Decision Processes and Belief MDP Reduction
Let X ⊂Rm denote a Borel set that is the state space of a partially observed controlled Markov process for some 
m ∈N. Here and throughout the paper, Z+ denotes the set of nonnegative integers, and N denotes the set of 
positive integers. Let Y be a finite set denoting the observation space of the model, and let the state be observed 

Figure 1. Construction of the finite-window approximate MDP from the finite-window belief-MDP. The quantization of the 
finite window MDP model leads to the collapse of the first coordinate to a fixed measure. 
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through an observation channel O. The observation channel, O, is defined as a stochastic kernel (regular conditional 
probability) from X to Y such that O(· |x) is a probability measure on the power set P(Y) of Y for every x ∈X, and 
O(A | ·) : X→ [0, 1] is a Borel measurable function for every A ∈ P(Y). A decision maker is located at the output of 
the channel O, and hence, it only sees the observations {Yt, t ∈ Z+} and chooses its actions from U, the action space 
that is also a finite set. An admissible policy γ�is a sequence of control functions {γt, t ∈ Z+} such that γt is measurable 
with respect to the σ-algebra generated by the information variables It � {Y[0,t], U[0,t�1]}, t ∈N, I0 � {Y0}, where

Ut � γt(It), t ∈ Z+, (2) 

are the U-valued control actions and Y[0,t] � {Ys, 0 ≤ s ≤ t}, U[0,t�1] � {Us, 0 ≤ s ≤ t� 1}:
We define Γ�to be the set of all such admissible policies. The update rules of the system are determined by (2) and 

the following relationships:

Pr((X0, Y0) ∈ B) �
Z

B
µ(dx0)O(dy0 |x0), B ∈ B(X × Y), 

where µ is the (prior) distribution of the initial state X0, and

Pr((Xt, Yt) ∈ B | (X, Y, U)[0,t�1] � (x, y, u)[0,t�1]) �

Z

B
T (dxt |xt�1, ut�1)O(dyt |xt), 

B ∈ B(X ×Y), t ∈N, where T is the transition kernel of the model that is a stochastic kernel from X ×U to X. Note 
that, although Y is finite, we here use the integral sign instead of the summation sign for notational convenience by 
letting the measure to be sum of Dirac-delta measures (and, as we discuss later in the paper, our analysis also holds 
for continuous measurement spaces). We let the objective of the agent (decision maker) be the minimization of the 
infinite horizon discounted cost,

Jβ(µ,T ,γ) � ET ,γ
µ

X∞

t�0
βtc(Xt, Ut)

" #

(3) 

for some discount factor β ∈ (0, 1) over the set of admissible policies γ ∈ Γ, where c : X ×U→R is a Borel- 
measurable stage-wise cost function and ET ,γ

µ denotes the expectation with initial state probability measure µ and 
transition kernel T under policy γ. Note that µ ∈ P(X), where we let P(X) denote the set of probability measures 
on X. We define the optimal cost for the discounted infinite horizon setup as a function of the priors and the transi-
tion kernels as

J∗β(µ,T ) � inf
γ∈Γ

Jβ(µ,T ,γ):

For the analysis of partially observed MDPs, a common approach is to reformulate the problem as a fully observed 
MDP, in which the decision maker keeps track of the posterior distribution of the state Xt given the available history 
It. In the following section, we formalize this approach.

2.1. Reduction to Fully Observed Models Using Belief States
2.1.1. Convergence Notions for Probability Measures. For the analysis of the technical results, we use different 
notions of convergence for sequences of probability measures.

Two important notions of convergence for sequences of probability measures are weak convergence and conver-
gence under total variation. For a complete, separable, and metric space X, for a sequence {µn, n ∈N} in P(X) is 
said to converge to µ ∈ P(X) weakly if 

R

X
c(x)µn(dx) →

R

X
c(x)µ(dx) for every continuous and bounded c : X→R. 

One important property of weak convergence is that the space of probability measures on a complete, separable, 
metric (Polish) space endowed with the topology of weak convergence is itself complete, separable, and metric 
(Parthasarathy [25]). One such metric is the bounded Lipschitz metric (Villani [35]), which is defined for µ,ν ∈
P(X) as

ρBL(µ,ν) :� sup
‖ f ‖BL≤1

�
�
�
�
�

Z

f dµ�
Z

f dν

�
�
�
�
�
, (4) 
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where

‖ f ‖BL :� ‖ f ‖∞ + sup
x≠y

| f (x)� f (y) |
d(x, y)

and ‖ f ‖∞ � supx∈X | f (x) | .
For probability measures µ,ν ∈ P(X), the total variation metric is given by

‖µ� ν‖TV � 2 sup
B∈B(X)

|µ(B)� ν(B) | � sup
f :‖ f ‖∞≤1

�
�
�
�
�

Z

f (x)µ(dx)�
Z

f (x)ν(dx)

�
�
�
�
�
, 

where the supremum is taken over all measurable real f such that ‖ f ‖∞ � supx∈X | f (x) | ≤ 1. A sequence µn is said to 
converge in total variation to µ ∈ P(X) if ‖µn � µ‖TV→ 0.

2.1.2. Construction of the Belief MDP and Some Regularity Properties. It is by now a standard result that, for opti-
mality analysis, any POMDP can be reduced to a completely observable Markov decision process (Rhenius [28], 
Yushkevich [41]), whose states are the posterior state distributions or beliefs of the observer or the filter process; 
that is, the state at time t is

zt :� Pr{Xt ∈ · |Y0, : : : , Yt, U0, : : : , Ut�1} ∈ P(X): (5) 

We call this equivalent process the filter process. The filter process has state space Z � P(X) and action space U. 
Here, Z is equipped with the Borel σ-algebra generated by the topology of weak convergence (Billingsley [1]). 
Under this topology, Z is a standard Borel space (Parthasarathy [25]). Then, the transition probability η�of the filter 
process can be constructed as follows (see also Hernández-Lerma [9]). If we define the measurable function

F(z, u, y) :� F(· |z, u, y) � Pr{Xt+1 ∈ · |Zt � z, Ut � u, Yt+1 � y}

from P(X) ×U ×Y to P(X) and use the stochastic kernel P(· |z, u) � Pr{Yt+1 ∈ · |Zt � z, Ut � u} from P(X) ×U to 
Y, we can write η�as

η(· |z, u) �
Z

Y

1{F(z,u,y)∈ · }P(dy |z, u): (6) 

The one-stage cost function c̃ : P(X) ×U→ [0,∞) of the filter process is given by

c̃(z, u) :�
Z

X

c(x, u)z(dx), (7) 

which is a Borel measurable function. Hence, the filter process is a completely observable Markov process with the 
components (Z,U, c̃,η).

For the filter process, the information variables are defined as

Ĩ t � {Z[0,t], U[0,t�1]}, t ∈ N, Ĩ0 � {Z0}:

It is well-known that an optimal control policy of the original POMDP can use the belief Zt as a sufficient statistic 
for optimal policies (see Rhenius [28], Yushkevich [41]), provided they exist. More precisely, the filter process is 
equivalent to the original POMDP in the sense that, for any optimal policy for the filter process, one can construct a 
policy for the original POMDP that is optimal. On existence, we note the following.

By the recent results in Feinberg et al. [6] and Kara et al. [15], the transition model of the belief MDP can be shown 
to satisfy weak continuity conditions on the belief state and action variables, and accordingly, we have that the 
measurable selection conditions (Hernández-Lerma and Lasserre [10, chapter 3]) apply. Notably, we state the 
following.

Assumption 1.
i. The transition probability T (· |x, u) is weakly continuous in (x,u), that is, for any (xn, un) → (x, u), T (· |xn, un) →

T (· |x, u) weakly.
ii. The observation channel O(· |x) is continuous in total variation, that is, for any xn→ x, O(· |xn) →O(· |x) in total 

variation.

Assumption 2. The transition probability T (· |x, u) is continuous in total variation in (x, u), that is, for any (xn, un) →

(x, u), T (· |xn, un) → T (· |x, u) in total variation.
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Theorem 1.
i. (Feinberg et al. [6]) Under Assumption 1, the transition probability η(· |z, u) of the filter process is weakly continuous in 

(z, u).
ii. (Kara et al. [15]) Under Assumption 2, the transition probability η(· |z, u) of the filter process is weakly continuous in 

(z, u).

Under these weak continuity conditions and appropriate conditions on the stage-wise cost function (e.g., 
bounded and continuous c with Assumption 1 or bounded c with Assumption 1), the measurable selection condi-
tions (Hernández-Lerma and Lasserre [10, chapter 3]) apply and a solution to the discounted cost optimality equa-
tion exists, and accordingly, an optimal control policy exists.

This policy is stationary (in the belief state). If we denote this optimal belief policy by φ : P(X) →U, we can then 
find a policy γ�on the partially observed setup such that

γ(y[0,n]) :� φ(Pµ,γ(Xn ∈ · |Y[0,n] � y[0,n])) � φ(π
µ,γ
n ):

Hence, the policy γ�can be used as an optimal policy for the partially observed MDP.
Even though, the belief MDP approach provides a strong tool for the analysis of POMDPs, it is usually too com-

plicated computationally. The belief space Z � P(X) is always uncountable even when X, Y and U are finite. Fur-
thermore, the information variables It grows with time, and the computation of the belief state Pr(Xt ∈ · |It) can 
become intractable. Therefore, approximation of the belief MDP is usually needed. In the following section, we pro-
vide an alternative fully observed MDP approach and present approximation results that only make use of a finite 
history of the information variables.

3. An Alternative Finite Window Belief MDP Reduction and Its Approximation
3.1. An Alternative Finite Window Belief MDP Reduction
In this section, we construct an alternative fully observed MDP reduction with the condition that the controller has 
observed at least N information variables, using the predictor from N stages earlier and the most recent N informa-
tion variables (that is, measurements and actions). This new construction allows us to highlight the most recent 
information variables and compress the information coming from the past history via the predictor as a probability 
measure valued variable. In what follows, we sometimes consider the case with n � 1 for some of the proofs to 
make the presentation less complicated. The general case follows from identical arguments.

For the remainder of the paper, to emphasize the prior distribution of the starting state variable, we use the fol-
lowing notation for conditional probabilities on state and observation variables.

Definition 1. Assume that the initial state X0 has a prior distribution µ ∈ P(X). Then, for the conditional distribu-
tion of Xt given the past observation and action variables {yt, : : : , y0}, {ut�1, : : : , u0}, we define

Pµ(Xt ∈ · |yt, : : : , y0, ut�1, : : : , u0) :� Pr(Xt ∈ · |yt, : : : , y0, ut�1, : : : , u0):

Given that x0 has a prior distribution µ ∈ P(X), we define the following for the conditional distribution of Yt 
given the past observation and action variables {yt�1, : : : , y0}, {ut�1, : : : , u0}:

Pµ(Yt ∈ · |yt�1, : : : , y0, ut�1, : : : , u0) :� Pr(Yt ∈ · |yt�1, : : : , y0, ut�1, : : : , u0):

Consider the following state variable at time t:

ẑt � (π
�
t�N, IN

t ), (8) 

where, for N ≥ 1,

π�t�N � Pr(Xt�N ∈ · |yt�N�1, : : : , y0, ut�N�1, : : : , u0),

IN
t � {yt, : : : , yt�N, ut�1, : : : , ut�N}, 

and IN
t � yt for n � 0 with µ being the prior probability measure on X0. The state space with this representation is 

Ẑ � P(X) ×YN+1 ×UN, where we equip Ẑ with the product topology in which we consider the weak convergence 
topology on the P(X) coordinate and the usual (coordinate) topologies on YN+1 ×UN coordinates.
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This new state representation can be mapped to the belief state zt defined in (5). Consider the map ψ : Ẑ→

P(X), for some ẑt � (π�t�N, IN
t ):

ψ(ẑt) � ψ(π
�
t�N, IN

t ) � Pπ�t�N (Xt ∈ · |IN
t ) � Pπ�t�N (Xt ∈ · |yt, : : : , yt�N, ut�N�1, : : : , ut�N�1)

� Pµ(Xt ∈ · |yt, : : : , y0, ut�1, : : : , u0) � zt 

such that the map ψ�acts as a Bayesian update of π�t�N using IN
t . Using this map, we can define the stage-wise cost 

function and the transition probabilities. Consider the new cost function ĉ : Ẑ ×U→R, using the cost function c̃ of 
the belief MDP (defined in (7)) such that

ĉ(ẑt, ut) � ĉ(π�t�N, IN
t , ut) � c̃(ψ(π�t�N, IN

t ), ut)

�

Z

X

c(xt, ut)Pπ
�
t�N (dxt |yt, : : : , yt�N, ut�1, : : : , ut�N): (9) 

Furthermore, we can define the transition probabilities as follows: for some A ∈ B(Ẑ) such that

A � B × {ŷt�N+1, ût, : : : , ût�N+1}, B ∈ B(P(X)), 

we write

Pr(ẑt+1 ∈ A | ẑt, : : : , ẑ0, ut, : : : , u0)

� Pr(π�t�N+1 ∈ B, ŷt+1, : : : , ŷt�N+1, ût, : : : , ût�N+1 |π
�
t�N, : : : ,π�0 , yt, : : : , y0, ut, : : : , u0)

� 1{(yt,: : : ,yt�N+1,ut,: : : ,ut�N+1)�(ŷt,: : : ,ŷt�N+1,ût,: : : ,ût�N+1)}

× 1{G(π�t�N ,yt�N ,ut�N)∈B}P
π�t�N (ŷt+1 |yt, : : : , yt�N, ut, : : : , ut�N)

� Pr(π�t�N+1 ∈ B, ŷt+1, : : : , ŷt�N+1, ût, : : : , ût�N+1 |π
�
t�N, yt, : : : , yt�N, ut, : : : , ut�N)

� Pr(ẑt+1 ∈ A | ẑt, ut)

≕
Z

A
η̂(dẑt+1 | ẑt, ut), 

where the map G is defined as

G(π�t�N, yt�N, ut�N) � G(Pµ(Xt�N ∈ · |yt�N�1, : : : , y0, ut�N�1, : : : , u0), yt�N, ut�N)

� Pµ(Xt�N+1 ∈ · |yt�N, : : : , y0, ut�N, : : : , u0):

Hence, η̂�defines a controlled transition model for the new states ẑt+1 ∈ Ẑ. Then, we have a proper fully observed 
MDP with the cost function ĉ, transition kernel η̂, and state space Ẑ.

Note that any policy φ : P(X) →U defined for the belief MDP can be extended to the newly defined finite win-
dow belief MDP using the map ψ�and defining φ̂ :� φ ◦ψ�such that

φ̂(ẑ) � φ(ψ(z)):

Thus, if an optimal policy can be found for the belief MDP, say φ∗, the policy φ̂∗ � φ∗ ◦ψ�is an optimal policy for 
the newly defined MDP.

We now write the discounted cost optimality equation for the newly constructed finite window belief MDP. 
Note that, with the alternative approach, the state ẑ can only be written if we have at least N information varia-
bles. Therefore, given that the decision maker observed at least N information variables, we write the following 
fixed-point equation:

J∗β(ẑ) �min
u∈U

ĉ(ẑ, u) + β
Z

J∗β(ẑ1)η̂(dẑ1 | ẑ, u)
� �

:
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We can rewrite this fixed-point equation in a different form; for notational ease, assume n � 1. If ẑ has the form 
(π�0 , y1, y0, u0), then we can rewrite

J∗β(π
�
0 , y1, y0, u0)

�min
u1∈U

ĉ(π�0 , y1, y0, u0, u1) + β
X

y2∈Y

J∗β(π
�
1 (π

�
0 , y0, u0), y2, y1, u1)Pπ

�
0 (y2 |y1, y0, u1, u0)

 !

: (10) 

This representation plays an important role in the analysis of the problem. Note that the policy φ̂∗ � φ∗ ◦ψ�satis-
fies this fixed-point equation.

The following fixed-point equation can also be defined for any policy φ̂ : Ẑ→U:

Jβ(ẑ, φ̂) � ĉ(ẑ, φ̂(ẑ)) + β
Z

Jβ(ẑ1, φ̂)η̂(dẑ1 | ẑ, φ̂(ẑ)), 

where Jβ(ẑ, φ̂) denotes the value function under the policy φ̂�for the initial point ẑ.

3.2. Approximation of the Finite Window Belief MDP
We now approximate the MDP constructed in the previous section. Consider the following set ẐN

π∗ for a fixed 
π∗ ∈ P(X):

Ẑ N
π∗ � (π

∗, y[0,N], u[0,N�1]) : y[0,N] ∈YN+1, u[0,N�1] ∈UN� �
(11) 

such that the state at time t is ẑN
t � (π

∗, IN
t ). Compared with the state ẑt � (π�t�N, IN

t ) defined in (8), this approximate 
model uses π∗ as the predictor no matter what the real predictor at time t – N is.

The cost function is defined in the usual manner so that

ĉ(ẑN
t , ut) � ĉ(π∗, IN

t , ut) � c̃(φ(π∗, IN
t ), ut)

�

Z

X

c(xt, ut)Pπ
∗

(dxt |yt, : : : , yt�N, ut�1, : : : , ut�N):

We define the controlled transition model by

η̂N(ẑN
t+1 | ẑ

N
t , ut) � η̂

N(π∗, IN
t+1 |π

∗, IN
t , ut) :� η̂ P(X), IN

t+1 |π
∗, IN

t , ut
� �

: (12) 

For simplicity, if we assume n � 1, then the transitions can be rewritten for some IN
t+1 � (ŷt+1, ŷt, ût) and IN

t � (yt, 
yt�1, ut�1):

η̂N(π∗, ŷt+1, ŷt, ût |π
∗, yt, yt�1, ut�1, ut) � η̂(P(X), ŷt+1, ŷt, ût |π

∗, yt, yt�1, ut�1, ut)

� 1{yt�ŷt,ut�ût}P
π∗ (ŷt+1 |yt, yt�1, ut, ut�1): (13) 

Denoting the optimal value function for the approximate model by JN
β , we can write the following fixed-point equation:

JN
β (ẑ

N) �min
u∈U

ĉ(ẑN, u) + β
X

ẑN
1 ∈Ẑ

N
π∗

JN
β (ẑ

N
1 )η̂

N(ẑN
1 | ẑ

N, u)

0

B
@

1

C
A: (14) 

By assuming n � 1 again, we can rewrite the fixed-point equation for some ẑN
0 � (π

∗, y1, y0, u0) as

JN
β (π

∗, y1, y0, u0) �min
u1∈U

ĉ(π∗, y1, y0, u0, u1) + β
X

y2∈Y

JN
β (π

∗, y2, y1, u1)Pπ
∗

(y2 |y1, y0, u1, u0)

 !

: (15) 

Because everything is finite in this setup, we can assume the existence of an optimal policy φN that satisfies this 
fixed-point equation. Note that both JN

β�and φN are defined on the finite set ẐN
π∗ . However, we can simply extend 

them to the set Ẑ by defining

J̃N
β (ẑ) � J̃N

β (π, y1, y0, u0) :� JN
β (π

∗, y1, y0, u0)

φ̃
N
(ẑ) � φ̃N

(π, y1, y0, u0) :� φN(π∗, y1, y0, u0)
for any ẑ � (π, y1, y0, u0) ∈ Ẑ.
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We later prove that Q value iterations using finite window of information variables converge to the Q values for 
the approximate model constructed in this section. For n � 1, for example, Equation (15) is significant for the Q 
value iteration.

Another point to note is that the policy φN only uses the most recent N information variables to choose the control 
actions.

In what follows, we investigate the following differences:

| J̃N
β (ẑ) � J∗β(ẑ) | ,

Jβ(ẑ, φ̃N
) � J∗β(ẑ):

The first one is the difference between the optimal value function of the original model and that for the approximate 
model. The second term is the performance loss resulting from the policy calculated for the approximate model 
being applied to the true model.

Remark 1. We note that, in Saldi et al. [29], the authors study approximation methods for MDPs with continuous 
state spaces by quantizing the state space and constructing a finite state MDP. In this section, we also construct a 
finite state space, ẐN

π∗ , by quantizing Ẑ. In Saldi et al. [29], continuity properties of the transition kernel η̂�are 
used. However, establishing regularity properties for η̂�is challenging. Therefore, we follow a different approach, 
and instead of working directly with η̂, we analyze the components of a partially observed MDP for the follow-
ing approximation results. We note that our quantization method is tailored toward filter stability and corre-
sponds to a uniform quantization when we endow the finite window belief MDP space Ẑ � P(X) ×YN+1 ×UN 

with the product topology of the weak convergence topology on P(X) and the usual (coordinate) topologies on 
Y and U. We also note that our approach here then naturally applies to continuous (such as finite dimensional 
real valued) but compact space valued measurement and action spaces as well as a uniform quantization can be 
applied for all finite window belief MDP realizations.

3.2.1. Difference in the Value Functions in Terms of a Uniform Filter Stability Error. In this section, we study the 
difference | J̃N

β (ẑ)� J∗β(ẑ) | .
Before the result, we introduce some notation. We first define the measurable policies with respect to the new 

state space Ẑ � P(X) ×YN+1 ×UN by Γ̂. That is, a policy γ̂ ∈ Γ̂�is a sequence of control functions {γ̂t, t ∈ Z+} such 
that γ̂t is measurable with respect to the σ-algebra generated by the information variables {ẑ0, : : : , ẑt}.

We now define the following bounding term:

LN
t :� sup

γ̂∈Γ̂

Eγ̂π�0 ‖P
π�t (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1]) � Pπ∗ (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])‖TV

� �
, (16) 

which is the expected bound on the total variation distance between the posterior distributions of Xt+N condi-
tioned on the same observation and control action variables Y[t,t+N], U[t,t+N�1] when the prior distributions of Xt 
are given by π�t and π∗. The expectation is with respect to the random realizations of π�t and Y[t,t+N], U[t,t+N�1]
under the true dynamics of the system when the prior distribution of x0 is given by π�0 . This constant represents 
the bound on the distance of two processes with different starting points when they are updated with the same 
observation and action processes under same policy. This is related to the filter stability problem, which is dis-
cussed in Section 5.

For the remainder of the paper, we drop the N dependence and denote the term by Lt.

Theorem 2. For ẑ0 � (π�0 , IN
0 ), if a policy γ̂�acts on the first N step of the process that produces IN

0 , we then have

Eγ̂π�0 [ | J̃
N
β (ẑ0)� J∗β(ẑ0) | | IN

0 ] ≤
‖c‖∞
(1� β)

X∞

t�0
βtLt, 

where Lt is defined as in (16).

Proof. The proof can be found in Appendix B. w

3.2.2. Performance Loss Resulting from Approximate Policy Being Applied to the True System in Terms of the 
Filter Stability Error. We now study the difference Jβ(ẑ, φ̃N

)� J∗β(ẑ), where φ̃N is the optimal policy for the approxi-
mate model extended to the full space Ẑ.
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Theorem 3. For ẑ0 � (π�0 , IN
0 ), with a policy γ̂�acting on the first N steps,

Eγ̂π�0 [ |Jβ(ẑ0, φ̃N
)� J∗β(ẑ0) | |IN

0 ] ≤
2‖c‖∞
(1� β)

X∞

t�0
βtLt:

Proof. The proof can be found in Appendix C. w

Remark 2. In Kara and Yüksel [14], we construct a finite state approximate belief MDP using the state space ẐN
π∗

defined in (11). However, different from the approach we use in this paper, to determine the approximate states, 
we used a nearest neighbor map to choose the closest element from the set ẐN

π∗ to the P(X)-valued belief state zt :

� Pr{Xt ∈ · |Y0, : : : , Yt, U0, : : : , Ut�1} under the bounded Lipschitz (BL) metric. We recall that the bounded Lipschitz 
metric, ρBL, for some µ,ν ∈ P(X) is given in (4). To find the closest element from ẐN

π∗ , one needs to know the belief 
state realization zt, and to calculate/update the belief state, the system dynamics need to be known. However, as 
we see later, the Q learning algorithm presented here, using only the finite window information variables IN

t , con-
verges to the optimality equation of an approximate belief MDP that maps the belief state to an element from ẐN

π∗

with matching finite window information rather than the closest element under the bounded Lipschitz metric. 
Hence, the alternative belief MDP construction and the approximation setup we present in this section serves bet-
ter to analyze the approximate Q learning algorithm, which strictly uses the finite window memory variables. In 
other words, one does not need to calculate the belief state, but only needs to keep track of the information varia-
bles IN

t for the approximation method introduced in this section. In particular, the state (π�t�N, IN
t ) is always 

mapped/quantized to (π∗, IN
t ), which can be done without the knowledge or computation of π�t�N as long as we 

have IN
t available. Furthermore, in Kara and Yüksel [14], because we directly work with the topology and the met-

rics on the space of probability measures, the distinction between different realizations of history variables might 
be lost as we only care about the resulting posterior distribution on the hidden state variable; for example, differ-
ent realizations of history variables may produce the same posterior distribution. However, for the finite memory 
Q learning iterations, it is key to be able to differentiate between the different realizations of finite memory feed-
back variables. Hence, in this paper, we put a different topology on ẐN

π∗ by separating the finite memory variables 
rather than directly working with probability measures. This approach helps us to distinguish between different 
finite memory realizations.

On the other hand, one advantage of the approximation scheme used in Kara and Yüksel [14] is that, because 
of the nearest neighborhood map, one naturally arrives at a smaller approximation error. Furthermore, because 
of the continuity properties of the nearest neighbor map under the BL metric, one is able to work with the weak 
convergence topology; as such, we get an upper bound in terms of the BL metric, ρBL, such that the bounding 
term is

ρBL Pπ Xt ∈ · |y[t,t�N], u[t�1,t�N]
� �

, Pπ∗ Xt ∈ · |y[t,t�N], u[t�1,t�N]
� �� �

, 

which is always dominated by the total variation metric that we use in this section. 
The different formulations and the approximation approach are summarized in Figure 1.

4. Q Iterations Using a Finite History of Information Variables and Convergence
Assume that we start keeping track of the last N + 1 observations and the last N control action variables after at least 
N + 1 time steps. That is, at time t, we keep track of the information variables

IN
t �

{yt, yt�1, : : : , yt�N, ut�1, : : : , ut�N} if N > 0
yt if N � 0:

�

We construct the Q value iteration using these information variables. In what follows, we drop the N dependence 
on IN

t , and sometimes we use n � 1 for simplicity of the notation. For these new approximate states, we follow the 
usual Q learning algorithm such that, for any I ∈YN+1 ×UN and u ∈U,

Qt+1(I, u) � (1� αt(I, u))Qt(I, u) +αt(I, u)
�

Ct(I, u) + βmin
v

Qt(It
1, v)

�
, (17) 

where It
1 � {Yt+1, yt, : : : , yt�N+1, ut, : : : , ut�N+1}, we put the t dependence to emphasize that the distribution of Yt+1, 

and hence, It
1 are different for every t.
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To choose the control actions, we use polices that choose the control actions randomly and independent of every-
thing else such that, at time t,

ut � ui, w:p σi 

for any ui ∈U with σi > 0 for all i.
We note that, for the convergence of the learning algorithm, it is sufficient for the hidden state process to con-

verge to its invariant distribution under the exploration policy. Hence, any policy that leads the hidden state proc-
ess to its invariant measure and visits every action with positive probability can be used for the exploration. For 
example, the control action can also be chosen to be a function of the most recent measurement and randomized (as 
long as all actions have positive probability of being selected for every measurement realization); this, again, leads 
to a uniquely ergodic hidden state process under our assumptions.

The algorithm differs from the usual Q value iteration: 
i. The distribution of It

1, which is the consecutive N-window information variable when we hit the (I, u), is gener-
ally different for every t, and the pair (I, u) is not a controlled Markov process.

In other words, the controlled transitions are time-dependent; that is, if we assume n � 1, then for some I �
(yt, yt�1, ut�1) and u � ut,

Pr(It
1 � (y

′
t+1, y′t, u′t) |z � (yt, yt�1, ut�1), ut) � 1{yt�y′t ,ut�u′t}Pr(yt+1 |yt, yt�1, ut, ut�1)

is not stationary and might change at every time step t because Pr(yt+1 |yt, yt�1, ut, ut�1) depends on the marginal dis-
tribution of xt�1 (xt�N in the general case).

ii. Here, we only observe the cost realizations of the underlying state process {xt}t and the control actions. For 
example, if we assume that n � 1, then the cost we observe is c(xt, ut). However, c(xt, ut) depends on (I, u) pair ran-
domly and in a time dependent way so that, for some I � (yt, yt�1, ut�1) and u � ut,

Ct(I, u) � c(xt, ut) ∈ B, w:p: Pr(Xt ∈ {x : c(x, ut) ∈ B} |yt, yt�1, ut�1), 

where Pr(dxt |yt, yt�1, ut�1) can be seen as some pseudo-belief on the underlying state variable given I � (yt, yt�1, 
ut�1), the most recent n � 1 information variables. In other words, Pr(dxt |yt, yt�1, ut�1) is the Bayesian update of 
πt�1, the marginal distribution of the true state xt�1 at the time step t – 1, using I � (yt, yt�1, ut�1), and thus, it is time- 
dependent.

We observe that, if one assumes that the hidden state process {xt}t is positive Harris recurrent or at least admits a 
unique invariant probability measure π∗ under a stationary exploration policy γ, then the average of approximate 
state transitions gets closer to

P∗(It+1 |It, ut) :� η̂N((π∗, It+1) | (π
∗, It), ut) (18) 

with η̂N defined as in (12) and (13). In particular, if we assume n � 1, then we write

P∗(It+1 � (y′t+1, y′t, u′t) | It � (yt, yt�1, ut�1), ut) � 1{y′t�yt,u′t�ut}P
π∗ (yt+1 |yt, yt�1, ut, ut�1), (19) 

where Pπ∗ (yt+1 |yt, yt�1, ut, ut�1) denotes the distribution of yt+1 when the marginal distribution on xt�1 is given by 
the invariant measure π∗.

We also have that the sample path averages of the random cost realizations get close to

C∗(I, u) � ĉ(π∗, I, u) �
Z

X

c(x, u)Pπ∗ (dx | I), 

where P∗(x |I) is the Bayesian update of π∗ using I, and ĉ(π∗, I, u) is defined as in (9). If we assume n � 1, we can write 
for some I � (y1, y0, u0) and u � u1,

C∗(y1, y0, u0, u1) � ĉ(π∗, (y1, y0, u0), u1) �

Z

X

c(x1, u1)Pπ
∗

(dx1 |y1, y0, u0): (20) 

Now, consider the following fixed-point equation:

Q∗(I, u) � C∗(I, u) + β
X

I′
P∗(I′ |I, u)min

v
Q∗(I′, v), (21) 

where P∗ is defined in (18) and C∗ is defined in (20).
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The existence of such fixed point follows from the usual contraction arguments. The same fixed equation can also 
be written, for n � 1 and for I � (y1, y0, u0) and u � u1,

Q∗((y1, y0, u0), u1) � C∗((y1, y0, u0), u1) + β
X

y2∈Y

Pπ∗ (y2 |y1, y0, u1, u0)min
v∈U

Q∗((y2, y1, u1), v): (22) 

For the rest of the paper, we use the following notation:

V∗(I) :� min
v∈U

Q∗(I, v), (23) 

Vt(I) :� min
v∈U

Qt(I, v): (24) 

We note that the stationary distribution π∗ does not have to be calculated by the decision maker. The Q value itera-
tions given in (17) only use the finite memory variables I, and π∗ is not used in the iterations. We show that the 
algorithm naturally converges to (21) if the state process is positive Harris recurrent or at least admits a unique 
invariant probability measure π∗ under a stationary exploration policy γ, where π∗ is the stationary distribution of 
the hidden state process xt under the exploration policy. The performance loss depends on the stationary distribu-
tion π∗ that is learned via the exploration policy; however, we establish further upper bounds that are uniform 
over such π∗, which decrease exponentially with the window size N (see Theorem 5, Equation (31), and Corollaries 
2 and 3).

Assumption 3.
1. We set αt(I, u) � 0 unless (It, ut) � (I, u). Furthermore,

αt(I, u) � 1
1+
Pt

k�0 1{Ik�I,uk�u}
:

We note that this means αk(I, u) � 1
k if Ik � I, uk � u, if k is the instant of the kth visit to (I, u) as this is crucial in the 

averaging of the Markov chain dynamics (see Remark 3). 
2. Under every stationary {memoryless or finite memory exploration} policy, say γ, the true state process, {Xt}t, is positive 

Harris recurrent and in particular admits a unique invariant measure π∗γ.
3. During the exploration phase, every (I, u) pair is visited infinitely often.

Theorem 4. Under Assumption 3, 
i. The algorithm given in (17) converges almost surely to Q∗, which satisfies (21).
ii. For any policy γN that satisfies Q∗(I,γN(I)) �minuQ∗(I, u), if we assume that the controller starts using γN at time t �

N (after observing at least N information variables), then denoting the prior distribution of XN by π�N conditioned on the first 
N step information variables, we have

E[ Jβ(π�N,T ,γN)� J∗β(π
�
N,T ) |IN

0 ] ≤
2‖c‖∞
(1� β)

X∞

t�0
βtLt, 

where Lt is defined in (16) such that

Lt :� sup
γ̂∈Γ̂

Eγ̂π�0 [‖P
π�t (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])� Pπ∗ (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])‖TV]

and π∗ is the invariant measure on xt under the exploration policy γ.

Proof. For the proof of i, that is, for the convergence of Q learning, we separate the iterations into subiterations 
that are linear (as in Jaakkola et al. [11], where this superposition principle of linear systems theory is utilized in 
showing the convergence of standard Q learning algorithm). For the first part of the separated iterations, we use 
the fact that the dynamic programming equation is a contraction to prove its convergence, which is similar to the 
traditional Q learning algorithms. For the remaining part of the iteration, we analyze the asymptotic behavior of 
It
1, in which we distinguish our analysis from the traditional Q learning algorithms: for the usual Q iterations, 

one needs to study X1 that is the consecutive state following some (x, u) pair, and we have that X1 ~ T (· |x, u). 
Thus, it is distributed independently and identically given (x, u), which allows one to use Robbins–Monro type 
algorithms to show the convergence. However, distributions of It

1 s are time-dependent and not controlled Mar-
kovian. To study the asymptotic behavior of It

1, we construct a different pair process that is Markov, and we use 
ergodicity properties of Markov chains.
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We first prove that the process Qt, determined by the algorithm in (17), converges almost surely to Q∗. We 
define

∆t(I, u) :�Qt(I, u)�Q∗(I, u)

Ft(I, u) :� Ct(I, u) + βVt(It
1)�Q∗(I, u)

F̂t(I, u) :� C∗(I, u) + β
X

I1

Vt(I1)P∗(I1 |I, u)�Q∗(I, u), 

where (Vt is defined in (23)).
Then, we can write the following iteration:

∆t+1(I, u) � (1 � αt(I, u))∆t(I, u) + αt(I, u)Ft(I, u):

Now, we write ∆t � δt +wt such that

δt+1(I, u) � (1� αt(I, u))δt(I, u) + αt(I, u)F̂t(I, u)

wt+1(I, u) � (1� αt(I, u))wt(I, u) +αt(I, u)rt(I, u), 

where rt :� Ft � F̂t � βVt(It
1)� β

P
I1

Vt(I1)P∗(I1 |I, u) +Ct(I, u)� C∗(I, u). Next, we define

r∗t(I, u) � βV∗(It
1)� β

X

I1

V∗(I1)P∗(I1 |I, u) +Ct(I, u)� C∗(I, u):

We further separate wt � ut + vt such that

ut+1(I, u) � (1� αt(I, u))ut(I, u) + αt(I, u)et(I, u)

vt+1(I, u) � (1� αt(I, u))vt(I, u) + αt(I, u)r∗t(I, u), 

where et � rt � r∗t .
In Appendix A, we show that vt(I, u) → 0 almost surely for all (I, u).
Now, we go back to the iterations:

δt+1(I, u) � (1 � αt(I, u))δt(I, u) + αt(I, u)F̂t(I, u)

ut+1(I, u) � (1 � αt(I, u))ut(I, u) + αt(I, u)et(I, u)

vt+1(I, u) � (1 � αt(I, u))vt(I, u) + αt(I, u)r∗t(I, u):

Note that we want to show ∆t � δt + ut + vt→ 0 almost surely, and we have that vt(I, u) → 0 almost surely for all 
(I, u). The following analysis holds for any path that belongs to the probability one event in which vt(I, u) → 0. 
For any such path and any given ɛ > 0, we can find an N <∞ such that ‖vt‖∞ < ɛ for all t > N as (I, u) takes values 
from a finite set.

We now focus on the term δt + ut for t > N:

(δt+1 + ut+1)(I, u) � (1� αt(I, u))(δt + ut)(I, u) +αt(I, u)(F̂t + et)(I, u): (25) 

Observe that, for t > N,

(F̂t + et)(I, u) � (Ft � r∗t)(I, u) � βVt(It
1) � βV

∗(It
1) ≤ βmax

I, u
|Qt(I, u) � Q∗(I, u) | � β‖∆t‖∞

≤ β‖δt + ut‖∞ + βɛ, 

where the last step follows from the fact that vt→ 0 almost surely. By choosing C <∞ such that β̂ :� β(C+ 1)=C < 1 
for ‖δt + ut‖∞ > Cɛ, we can write that

β‖δt + ut + ɛ‖∞ ≤ β̂‖δt + ut‖∞:
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Now, we rewrite (25):

(δt+1 + ut+1)(I, u) � (1 � αt(I, u))(δt + ut)(I, u) + αt(I, u)(F̂t + et)(I, u)

≤ (1 � αt(I, u))(δt + ut)(I, u) + αt(I, u)β̂‖δt + ut‖∞

< ‖δt + ut‖∞: (26) 

Hence, maxI,u((δt+1 + ut+1)(I, u)) monotonically decreases for ‖δt + ut‖∞ > Cɛ, and hence, there are two possibil-
ities: it either gets below Cɛ or it never gets below Cɛ, in which case, by the monotone nondecreasing property, it 
converges to some number, say M1 with M1 ≥ Cɛ.

First, we show that, once the process hits below Cɛ, it always stays there. Suppose ‖δt + ut‖∞ < Cɛ,

(δt+1 + ut+1)(I, u) ≤ (1� αt(I, u))(δt + ut)(I, u) + αt(I, u)β(‖δt + ut‖∞ + ɛ)

≤ (1� αt(I, u))Cɛ+ αt(I, u)β(Cɛ+ ɛ)

� (1� αt(I, u))Cɛ+ αt(I, u)β(C+ 1)ɛ

≤ (1� αt(I, u))Cɛ+ αt(I, u)Cɛ, (β(C+ 1) ≤ C)

� Cɛ:

We now show that the latter, that is, with the limit being M1 ≥ Cɛ, is not possible. By (26), we have that, for all 
(I, u),

X

t
αt(I, u)((δt + ut)(I, u))� β̂‖δt + ut‖∞) ≤ (δ0 + u0)(I, u)� liminf

N→∞
(δt + ut)(I, u):

If, pointwise, (δt + ut)(I, u) admits a limit, the maximum over (I, u) is attained by an individual (I, u) beyond a 
finite index, and thus, we arrive at

X

t
αt(I, u)(‖δt + ut‖∞ � β̂‖δt + ut‖∞) ≤ (δ0 + u0)(I, u)� liminf

t→∞
(δt + ut)(I, u), 

which is a contradiction as αt is not summable and the difference (‖δt + ut‖∞ � β̂‖δt + ut‖∞), beyond a finite number, 
is bounded from below as β̂ < 1.

Thus, it suffices to show that (δt + ut)(I, u) admits a limit. That this limit exists follows from Jaakkola et al. [11, 
lemma 3] as (26) is an instance of bounded linear iteration under the assumption that ‖δt + ut‖∞ is bounded.

This shows that the condition ‖δt + ut‖∞ > Cɛ cannot be sustained indefinitely for some fixed C (independent 
of ɛ). Hence, the (δt + ut) process converges to some value below Cɛ for any path that belongs to the probability 
one set. Then, we can write ‖δt + ut‖∞ < Cɛ for large enough t. Because ɛ > 0 is arbitrary, taking ɛ→ 0, we can 
conclude that ∆t � δt + ut + vt→ 0 almost surely.

Therefore, the process Qt, determined by the algorithm in (17), converges almost surely to Q∗.
For item (ii), recall that

Q∗(I, u) � C∗(I, u) + β
X

I1

P∗(I1 |I, u)min
v

Q∗(I, v):

This fixed-point equation coincides with the DCOEs for the approximate belief MDP defined in (14) and (15). 
Hence, using Theorem 3, any policy that satisfies Q∗(I,γN(I)) �minuQ∗(I, u) we can write

E[ Jβ(π�N,T ,γN)� J∗β(π
�
N,T ) |IN

0 ] ≤
2‖c‖∞
(1� β)

X∞

t�0
βtLt 

such that

Lt :� sup
γ̂∈Γ̂

Eγ̂π�0 [‖P
π�t (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])� Pπ∗ (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])‖TV], 

and π∗ is the invariant measure on xt under the exploration policy γ. w

A few remarks about the result are now in order.
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Remark 3. The learning rates for the standard Q learning algorithm require 
•
P

kαk �∞.
•
P

kα
2
k <∞.

In our case, we have a particular form. To justify this, we note that, although these standard two assumptions 
on the learning rates may be sufficient for convergence of the algorithm, the limit fixed-point equation (if one 
exists) is not necessarily useful. Consider the following example in which the state space is X � {� 1, + 1} and 
transitions are deterministic such that Pr(xt+1 � 1 |xt �� 1) � 1, Pr(xt+1 �� 1 |xt � +1) � 1 (leading to a periodic 
Markov chain). If one chooses the learning rates as α2k � 0, α2k+1 � σk for every k such that σk is square summable 
but not summable, then even though the algorithm converges, depending on the initial point, one of the transi-
tion models always dominates the other. To avoid such examples, we choose the learning rates to be “averaging” 
through time.

Remark 4. We caution the reader that our result assumes that the cost starts running after time N; that is, the 
effective cost is

E
X∞

k�N
βk�Nc(xk, uk)

" #

: (27) 

Of course, this criterion is also applicable if the system starts running prior to time –N and the costs become in 
effect after time 0.

If this criterion is not applicable, and the first N stages are also crucial, (i) if β�is large enough, we can conclude 
that the first N stages are not as critical for the analysis as their contributions are minor in comparison with the 
future stages for the criterion, which can also be seen by considering this equivalent criterion to (3) and noting 
that, for large enough β, the contributions of the first N time stages become negligible:

(1 � β)E
X∞

k�0
βkc(xk, uk)

" #

:

(ii) On the other hand, if β�is not large and if the cost starts running at time 0, then we can first run the Q learn-
ing algorithm to find the best N-window policies that optimize (27). The remaining question is to optimize

E
XN�1

k�0
c(xk, uk) + V(Ik)

" #

(28) 

as a finite-horizon optimal control problem with a terminal cost, and the terminal cost V can be estimated by (27) 
via Theorems 2 and 4. The question then becomes how to select the first N actions, leading to a problem with a finite 
search complexity for a finite horizon problem, without knowing the system dynamics. For this, one can run a Mar-
kov chain Monte Carlo algorithm in parallel simulations to find the optimal policy for the first N time stages. 
Because the resulting policy minimizing (28) is at least as good as the first N-window policy under the optimal 
(belief MDP) policy (which is not designed to optimize (28) but the original cost (3)), the bounds presented in Theo-
rem 3 are applicable even when the cost criterion includes the first N time stages.

Remark 5. For the convergence rate of the Q learning algorithm (17), it is clear that increasing the window size 
increases the size of the state space, which, in turn, slows down the convergence speed of the iterations. The sam-
ple complexity in Q learning is studied extensively for various learning rates. For linear learning rates, αk �

1
k, as 

we use in this paper, the conclusion is that (see, e.g., Even-Dar et al. [3]) the sample complexity is in the order of 
( |Y| × |U| )

N
1�β

(1�β)4ɛ2 when one seeks ɛ optimality in expectation. Thus, the number of samples needed to get an ɛ-near esti-
mate in expectation increases exponentially in the window size. However, we note that this is the number of 
samples needed to get ɛ-near to the limit Q value for the specific window size N, which gets closer to the optimal 
Q value of the original POMDP exponentially fast with increasing N under suitable filter stability assumptions 
(see Corollaries 2 and 3). We also note that, for different system parameters, it is shown that better convergence 
speeds can be achieved with carefully chosen learning rates (see, e.g., Li et al. [17], Wainwright [37]). Hence, a 
learning rate that is adaptive to the window size N and target total approximation error (in near optimality as 
well as the error from sample complexity) can be used for a faster learning.
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5. On the Filter Stability and Convergence to Near Optimality Under Filter Stability
In this section, we discuss the (uniform filter stability) term Lt defined in (16):

Lt :� sup
γ̂∈Γ̂

Eγ̂π�0 [‖P
π�t (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])� Pπ̂ (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])‖TV]:

Before we introduce related definitions and notation, we again emphasize that, for the performance of the approxi-
mate model introduce in Section 3.2, Lt plays a crucial role. As we note earlier, Lt is a term related to controlled filter 
stability, a general problem in which one is interested in how fast a process forgets its incorrect initial prior with 
increasing observation and control variables over time. In particular, any quantitative result for controlled filter 
stability bounding the errors given by Lt can be used to study the performance of the approximation and the learn-
ing algorithm introduced in this paper.

We state this formally as follows.

Corollary 1. Suppose the following assumptions hold: 
• Assumption 3 holds.
•Under the exploring policy, γ, the state process {xt}t is irreducible.
• The POMDP is such that the filter is stable uniformly over priors in expectation under total variation, that is, Lt→ 0 as 

N→∞.
Then, for any policy γN that satisfies Q∗(I,γN(I)) �minuQ∗(I, u), if we assume that the controller starts using γN at time 

t � N (after observing at least N information variables), then denoting the prior distribution of XN by π�N conditioned on the 
first N step information variables, we have

E[ Jβ(π�N,T ,γN)� J∗β(π
�
N,T ) |IN

0 ] → 0 

as N→∞.

Proof. The result follows directly from Theorem 4 and the definition of Lt (see (16)). w

Notably, directly related to Lt, recent results in the literature, in particular McDonald and Yüksel [24, theorem 3.6; 
23, theorem 3.3], present explicit and sufficient conditions on the controlled filter stability problem under the total 
variation metric in expectation.

We first focus on McDonald and Yüksel [23, theorem 3.3] and recall the Dobrushin coefficient for Markov kernels, 
which provide exponential convergence rates for Lt.

Definition 2. For a given prior measure µ on X0 and a policy γ, the one-step predictor process is defined as the 
sequence of conditional probability measures

πµ,γ
t� (·) � Pµ,γ(Xt ∈ · |Y[0,t�1], U[t�1] � γ(Y[0,t�1])), 

where Pµ,γ�is the probability measure induced by the prior µ and the policy γ, when µ is the probability measure 
on X0.

Definition 3. The filter process is defined as the sequence of conditional probability measures

π
µ,γ
t (·) � Pµ,γ(Xt ∈ · |Y[0,t], U[t�1] � γ(Y[0,t�1])), (29) 

where Pµ,γ�is the probability measure induced by the prior µ and the policy γ.

Definition 4 (Dobrushin [2, Equation (1.16)]). For a kernel operator K : S1→ P(S2) (that is, a regular conditional 
probability from S1 to S2) for standard Borel spaces S1, S2, we define the Dobrushin coefficient as

δ(K) � inf
Xn

i�1
min(K(x, Ai), K(y, Ai)), (30) 

where the infimum is over all x, y ∈ S1 and all partitions {Ai}
n
i�1 of S2.

We note that this definition holds for continuous or finite/countable spaces S1 and S2 and 0 ≤ δ(K) ≤ 1 for any 
kernel operator.

Kara and Yüksel: Finite Memory Q Learning for POMDPs 
2082 Mathematics of Operations Research, 2023, vol. 48, no. 4, pp. 2066–2093, © 2022 INFORMS 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

67
.1

93
.1

63
.2

6]
 o

n 
18

 M
ay

 2
02

4,
 a

t 0
7:

54
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



Example 1. Assume, for a finite setup, we have the following stochastic transition matrix

K �

1
3

1
3

1
3

0 1
2

1
2

3
4 0 1

4

0

B
B
B
B
B
B
@

1

C
C
C
C
C
C
A

:

The Dobrushin coefficient is the minimum over any two rows in which we sum the minimum elements among 
those rows. For this example, the first and the second rows give 23, the first and the third rows give 7

12, and the sec-
ond and the third rows give 14. Then, the Dobrushin coefficient is 14.

Let

δ̃(T ) :� inf
u∈U
δ(T (· | · , u)):

Theorem 5 (McDonald and Y€uksel [23, theorem 3.3]). Assume that, for µ,ν ∈ P(X), we have µ≪ ν. Then, we have

Eµ,γ[‖πµ,γ
n+1 � π

ν,γ
n+1‖TV] ≤ (1� δ̃(T ))(2� δ(Q))Eµ,γ[‖πµ,γ

n � π
ν,γ
n ‖TV]:

In particular, defining α :� (1� δ̃(T ))(2� δ(Q)), we have

Eµ,γ[‖πµ,γ
n � π

ν,γ
n ‖TV] ≤ 2αn:

The absolute continuity assumption, that is, µ≪ ν, can be interpreted as follows: assume that the true starting dis-
tribution is µ, but we start the update from an incorrect prior ν. The error can be fixed with the information 
y[0,t], u[0,t�1], eventually, as long as the incorrect starting distribution ν�puts on a positive measure to every event 
that the real starting distribution µ puts on a positive measure. However, if it is not the case, that is, if the incorrect 
starting distribution ν�puts zero measure to some event that µ puts positive measure to, information variables are 
not sufficient to fix the starting error occurring from that zero measure event. Of course, this is not feasible as the 
prior is not compatible with the measured data. In any case, in our setup, the incorrect prior serves as an approxi-
mation, and this can be made to satisfy the absolute continuity condition by design: this is the invariant measure on 
the state under the exploration policy.

Recall that the Q learning iteration that uses finite window information variables learns the Q values for approxi-
mate states of the form (π∗, IN

t ) instead of the true states (π�t�N, IN
t ). Theorem 5 suggests that the approximation error 

arising from using the stationary distribution, π∗, instead of π�t�N, can be fixed with the information variables IN
t if 

π∗ captures the nonzero events of π�t�N, that is, if π�t�N ≪ π
∗.

In particular, because δ̃(T ) is a uniform Dobrushin coefficient over all control actions, the above bound is valid 
under any control action process. Thus, if π�t ≪ π∗ for all t, then we can write

Lt � sup
γ̂∈Γ̂

Eγ̂π�0 [‖P
π�t (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])� Pπ̂(Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])‖TV]

≤ 2αN (31) 

for all t.

Corollary 2 (To Theorems 4 and 5). Assume the following hold: 
• Assumption 3 holds.
• The state space, X, is finite.
•Under the exploring policy, γ, the state process {xt}t is irreducible.
• α :� (1� δ̃(T ))(2� δ(O)) < 1.
Then, for any policy γN that satisfies Q∗(I,γN(I)) �minuQ∗(I, u), if we assume that the controller starts using γN at time 

t � N (after observing at least N information variables), then denoting the prior distribution of XN by π�N conditioned on the 
first N step information variables, we have

E[ Jβ(π�N,T ,γN)� J∗β(π
�
N,T ) | IN

0 ] ≤
4‖c‖∞
(1� β)2

αN:
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Proof. Note that, by Theorem 4,

E[ Jβ(π�N, T ,γN) � J∗β(π
�
N, T ) |IN

0 ] ≤
2‖c‖∞
(1 � β)

X∞

t�0
βtLt:

If the state process xt is irreducible under the exploring policy, then by Kac’s [13] lemma, we have that

π∗(x) > 0, ∀x ∈ X:

Hence, using Inequality (31), we complete the proof. w

Corollary 3 (To Theorems 4 and 5). Assume the following hold: 
• Assumption 3 holds.
•X ⊂ Rm for some m <∞.
• The transition kernel T (· |x0, u0) admits a density function f with respect to a measure φ�such that T (dx1 |x0, u0) �

f (x1, x0, u0)φ(dx1) and f (x1, x0, u0) > 0 for all x1, x0, u0.
• α :� (1� δ̃(T ))(2� δ(O)) < 1.
Then, for any policy γN that satisfies Q∗(I,γN(I)) �minuQ∗(I, u), if we assume that the controller starts using γN at time 

t � N (after observing at least N information variables), then denoting the prior distribution of XN by π�N conditioned on the 
first N step information variables, we have

E[ Jβ(π�N,T ,γN)� J∗β(π
�
N,T ) | IN

0 ] ≤
4‖c‖∞
(1� β)2

αN:

Proof. Note that, by assumption, T (dx1 |x0, u0) � f (x1, x0, u0)φ(dx1) and f (x1, x0, u0) > 0 for all x1, x0, u0, and hence, 
under the exploration policy γ, the state process xt is φ-irreducible and admits a unique invariant measure, say 
π∗. Using the assumptions, we can also write that, for any A ∈ B(X) with φ(A) > 0,

π∗(A) �
Z

Z

Z

A

Z

U

f (x1, x0, u0)γ(du0)φ(dx1)π
∗(dx0) > 0, 

which implies that φ≪ π∗. Note that the transition kernel T (· |x, u) is absolutely continuous with respect to φ�for 
every (x, u), and thus, for the predictor π�t at any time step t, we can write that π�t ≪ φ≪ π∗.

Hence, Inequality (31) and Theorem 4 concludes the proof. w

6. Numerical Study
In this section, we present a numerical study for the proven results.

The example we use is a machine repair problem. In this model, we have X, Y, U � {0, 1}with

xt �
1 machine is working at time t

0 machine is not working at time t:

(

ut �
1 machine is being repaired at time t

0 machine is not being repaired at time t:

(

The probability that the repair is successful given initially the machine was not working is given by κ:

Pr(xt+1 � 1 |xt � 0, ut � 1) � κ:

The probability that the machine breaks down when in a working state is given by θ:

Pr(xt � 0 |xt � 1, ut � 0) � θ:

The probability that the channel gives an incorrect measurement is given by ɛ:

Pr(yt � 1 |xt � 0) � Pr(yt � 0 |xt � 1) � ɛ:
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The one-stage cost function is given by

c(x, u) �

R + E x � 0, u � 1
E x � 0, u � 0
0 x � 1, u � 0
R x � 1, u � 1,

8
>>><

>>>:

where R is the cost of repair and E is the cost incurred by a broken machine.
We study the example with discount factor β � 0:8 and present three different results by changing the other 

parameters.
For the first case, we take ɛ � 0:3, κ � 0:8, θ � 0:1 and R � 5, E � 1. For the exploring policy, we use a random policy 

such that Pr(γ(x) � 0) � 1
2 and Pr(γ(x) � 1) � 1

2 for all x. Under this policy, xt admits a stationary policy π∗(·) � 0:1δ0(·)

+0:9δ1(·).
We prove in Theorem 4 that the Q iteration given by (17) converges to the Q values of the approximate belief 

MDP defined in (14). Defining

Vt(I) :� min
v∈U

Qt(I, v), 

in Figure 2, we plot supI |Vt(I)� JN
β (π

∗, I) | for n � 0, 1, 2.
We now show the performance of γN that is found using the Q values for different values of N. Recall that, in The-

orem 4, we show that

E[ Jβ(π�N, T ,γN) � J∗β(π
�
N, T ) |IN

0 ] ≤
2‖c‖∞
(1 � β)

X∞

t�0
βtLt, 

where

Lt :� sup
γ̂∈Γ̂

Eγ̂π�0 [‖P
π�t (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1]) � Pπ∗ (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])‖TV]:

Figure 2. (Color online) Q value convergence for different window sizes. 
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For the examples, we use the following upper bound for Lt

L :� sup
π∈P(X)

sup
γ̂∈Γ̂

Eγ̂π[‖P
π(XN ∈ · |Y[0,N], U[0,N�1]) � Pπ∗ (XN ∈ · |Y[0,N], U[0,N�1])‖TV]

such that

E[ Jβ(π�N, T ,γN) � J∗β(π
�
N, T ) | IN

0 ] ≤
2‖c‖∞
(1 � β)2

L:

In Figure 3, to estimate J∗β(µ,T ), we simply use the smallest value of Jβ(µ,T ,γN) among the different N values. Fur-
thermore, we scale the L values to show the rate dependence between Jβ(µ,T ,γN)� J∗β(µ,T ) and L more clearly.

It is clearly seen that the decrease rate for L dominates the decrease rate for the error.
For the second case, we take ɛ � 0:1, κ � 0:9, θ � 0:3 and R � 5, E � 1. For the exploring policy, we again use a ran-

dom policy such that Pr(γ(x) � 0) � 1
2 and Pr(γ(x) � 1) � 1

2 for all x. Under this policy, xt admits a stationary policy 
π∗(·) � 0:29δ0(·) + 0:71δ1(·).

Figure 4 shows the error between Vt(I) �minvQt(I, v) and JN
β (π

∗, I) for n � 0, 1, 2.
Figure 5 shows Jβ(µ,T ,γN)� J∗β(µ,T ) and scaled L.
In the third case, note that, for the previous examples, we had α :� (1� δ̃(T ))(2� δ(O)) > 1; however, the error still 

decreases because the α > 1 condition is only a sufficient condition and the error still converges to zero even when α >
1 in some cases. For the last example, we set parameters so that α < 1. The parameters are chosen as follows:

Pr(x1 � 0 |x0 � 0, u0 � 0) � 0:9, Pr(x1 � 0 |x0 � 0, u0 � 1) � 0:6, 
Pr(x1 � 0 |x0 � 1, u0 � 0) � 0:4, Pr(x1 � 0 |x0 � 1, u0 � 1) � 0:1:

Notice that we manipulated some of the parameters to make the α�coefficient suitable for the purpose of the exam-
ple. For the measurement channel,

Pr(y � 0 |x � 0) � 0:7, Pr(y � 1 |x � 1) � 0:7:

For the cost function, we choose R � 3 and E � 1.
We again use a random policy such that Pr(γ(x) � 0) � 1

2 and Pr(γ(x) � 1) � 1
2 for all x. Under this policy, xt admits 

a stationary policy π∗(·) � 0:42δ0(·) + 0:58δ1(·).
The convergence of the Q values can be seen in Figure 6.
This setup gives α � 0:7. Figure 7 shows the error Jβ(µ,T ,γN)� J∗β(µ,T ), L, and αN terms. We scale all of them to 

make them start from the same point to emphasize the decrease rates.

7. Concluding Remarks and a Discussion
We study the convergence of an approximate Q learning algorithm for partially observed stochastic control systems 
that uses finite window history variables. We provide sufficient conditions that guarantee the algorithm to con-
verge and then we provide the approximate belief-MDP model to which the limit fixed equation corresponds. 

Figure 3. (Color online) Policy performance for different window sizes. 
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Furthermore, we provide bounds for the approximate policy that is learned with the proposed algorithm in com-
parison with the true optimal policy that could be designed if the system and channel were known a priori. In par-
ticular, we obtain explicit error bounds between the resulting policy’s performance and the optimal performance as 
a function of the memory length and a coefficient related to filter stability.

The setup we use for this paper focuses on continuous state space and finite observation and action spaces. An 
immediate future direction is for continuous observation and action spaces, in which case, continuity properties of 
the transition model T (· |x, u) on u and continuity properties of the channel O(dy |x) on x are crucial and sufficient 
for consistent discretization of the observation and action spaces, leading to analogous stability results. One condi-
tion, for example, is that the channel be of the form 

R

AO(dy |x) �
R

A f (x, y)dy for all Borel A with f continuous in both 
variables.

Figure 4. (Color online) Q value convergence for different window sizes. 

Figure 5. (Color online) Policy performance for different window sizes. 
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It is also our goal to generalize such results to multiagent problems in which finite history policies likely lead to 
new insights toward tractable solutions in both stochastic team theory and game theory.

Appendix A. Proof of vt(I,u)fi0
We show that vt(I, u) → 0 almost surely for all (I, u). We prove the claim only for the N � 1 case for simplicity and let I �
(y1, y0, u0) and u � u1 for some (y1, y0, u0, u1) ∈Y2 ×U2. The proof for general N follows from essentially same steps. We 
have

vt+1(I, u) � (1� αt(I, u))vt(I, u) + αt(I, u)r∗t(I, u):

When the learning rates are chosen such that αt(I, u) � 0 unless (It, Ut) � (I, u) and

αt(I, u) � 1
1+
Pt

k�0 1{Ik�I,Uk�u}
, 

Figure 6. (Color online) Q value convergence for different window sizes. 

Figure 7. (Color online) Policy performance for different window sizes. 
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this term reduces to

vt+1(I, u) �
Pt�1

k�0 r∗k(I, u)1{Ik ,Uk�I,u}
Pt�1

k�01{Ik ,Uk�I,u}
:

Recall that

r∗k(I, u) � βV∗(Ik
1) � β

X

I1

V∗(I1)P∗(I1 | I, u) + Ck(I, u) � C∗(I, u):

Hence, we first analyze the asymptotic behavior of

Ik
1 :� (Yk+1, Yk, Uk),

Ik, Uk � (Yk, Yk�1, Uk, Uk�1):

To analyze the asymptotic behavior of these variables, we make use of the Markov chain theory. We show that

Ik
1, Ik, Uk, Xk�1 � {Yk+1, Yk, Yk�1, Uk, Uk�1, Xk�1}

form a Markov chain under the exploration policy γ. Then, we use stationary distribution of this Markov chain to analyze 
the asymptotic behavior of (Ik

1, Ik, Uk). We write

Pr(Yk+1, Yk, Yk�1, Uk, Uk�1, Xk�1 |yk, yk�1, : : : , y0, uk�1, : : : , u0, xk�2, : : : , x0)

� 1{Yk ,Yk�1,Uk�1�yk ,yk�1,uk�1}Pr(Yk+1 |yk, xk�1, uk, uk�1)Pr(Xk�1 |yk�1, xk�2, uk�2)γ(Uk)

� Pr(Yk+1, Yk, Uk, Xk�1, Uk�2 |yk, yk�1, xk�2, uk�1, uk�2), 

where we use γ�as the probability measure of the exploring policy. Earlier, we used that

Pr(Yk+1 |yk, : : : , y0, xk�1, : : : , x0, : : : , uk, : : : , u0) � Pr(Yk+1 |yk, xk�1, uk, uk�1)

Pr(Xk�1 |yk�1, : : : , y0, xk�2, : : : , x0, uk�2: : : , u0) � Pr(Xk�1 |yk�1, xk�2, uk�2):

Hence, the joint process (Yk+1, Yk, Yk�1, Uk, Uk�1, Xk�1) is a Markov chain. One can show that it has a unique invariant measure 
under the assumption that the state process Xk admits a unique invariant measure under the exploration policy γ.

We denote the stationary distribution of Xk by π∗ and denote the probability measure induced on the joint process 
and marginals of the process by this stationary distribution by Pπ∗ with an abuse of notation. Then, for any measurable 
function f,

lim
t→∞

1
t
Xt�1

k�0
f (Ik

1, Ik, Uk, Xk) �

Z

f (y′2, y′1, y′0, u′1, u′0, x′0)P
π∗ (dx′0, y′0, y′1, y′2, u′0, u′1):

In particular, we have that

lim
t→∞

1
t
Pt�1

k�0 V∗k(I, u)1{Ik ,uk�I,u}

1
t
Pt�1

k�0 1{Ik ,uk�I,u}

�

R
V∗(y′2, y′1, u′1)1{y′1,y′0,u′1,u′0�y1,y0,u1,u0}Pπ

∗

(y′0, y′1, y′2, u′0, u′1)
R

1{y′1,y′0,u′1,u′0�y1,y0,u1,u0}Pπ
∗
(y′0, y′1, y′2, u′0, u′1)

�

R

y′2
V∗(y′2, y1, u1)Pπ

∗

(y′2, y′1 � y1, y′0 � y0, u′1 � u1, u′0 � u0)

Pπ∗ (y′1 � y1, y′0 � y0, u′1 � u1, u′0 � u0)

�
X

Y

V∗(y′2, y1, u1)Pπ
∗

(y′2 |y1, y0, u1, u0)

�
X

I1

V∗(I1)P∗(I1 | I, u), 
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where Pπ∗ (y2 |y1, y0, u1, u0) is the distribution of y2 when the x0’s marginal distribution is given by π∗ and

P∗(I1 � (y2, y′1, u′1) |I, u) :� 1{y′1�y1,u′1�u1}P
π∗ (y2 |y1, y0, u1, u0)

as defined in (18) and (19).
Using similar arguments, one can also show that, for I � (y1, y0, u0) and u � u1,

lim
k→∞

1
k
Xk�1

k′�0
Ck′ (I, u) �

Z

X

c(x1, u1)Pπ
∗

(dx1 |y1, y0, u0)

� C∗(y1, y0, u0, u1) � C∗(I, u):

Thus, we have that

vt+1(I, u) � 1
t
Xt�1

k�0
r∗k(I, u) → 0 

almost surely for all (I, u).

Appendix B. Proof of Theorem 2
Lemma B.1. We have that, for any π,π∗ ∈ P(X) and for any (y, u)[t,t�N] :� {yt, : : : , yt�N, ut, : : : , u[t�N]} ∈YN ×UN,

‖Pπ(Yt+1 ∈ · | (y, u)[t,t�N])� Pπ∗ (Yt+1 ∈ · | (y, u)[t,t�N])‖TV

≤ ‖Pπ(Xt ∈ · |y[t,t�N], u[t�1,t�N])� Pπ∗ (Xt ∈ · |y[t,t�N], u[t�1,t�N])‖TV:

Proof. Let f be a measurable function of Y such that ‖ f ‖∞ ≤ 1. We write
Z

f (yt+1)Pπ(dyt+1 | (y, u)[t,t�N])�

Z

f (yt+1)Pπ
∗

(dyt+1 | (y, u)[t,t�N])

�

Z

f (yt+1)O(dyt+1 |xt+1)T (dxt+1 |xt, ut)Pπ(dxt |y[t,t�N], u[t�1,t�N])

�

Z

f (yt+1)O(dyt+1 |xt+1)T (dxt+1 |xt, ut)Pπ
∗

(dxt |y[t,t�N], u[t�1,t�N])

≤ ‖Pπ(Xt ∈ · |y[t,t�N], u[t�1,t�N])� Pπ∗ (Xt ∈ · |y[t,t�N], u[t�1,t�N])‖TV 

at the last step, and we used the fact that 
R

f (yt+1)O(dyt+1 |xt+1)T (dxt+1 |xt, ut) is bounded by one as a function of xt for 
‖ f ‖∞ ≤ 1. Taking the supremum over all ‖ f ‖∞ ≤ 1 concludes the proof. w

Proof of the Main Theorem. Let ẑ0 � (π�0 , y1, y0, u0). Then, we write

J̃N
β (ẑ1) � JN

β (π
∗, y1, y0, u0) �min

u1∈U
ĉ(π∗, y1, y0, u0, u1) + β

X

y2∈Y

JN
β (π

∗, y2, y1, u1)Pπ
∗

(y2 |y1, y0, u1, u0)

 !

:

Furthermore,

J∗β(ẑ1) � J∗β(π
�
0 , y1, y0, u0)

� min
u1∈U

ĉ(π�0 , y1, y0, u0, u1) + β
X

y2∈Y

J∗β(π
�
1 (π

�
0 , y0, u0), y2, y1, u1)Pπ

�
0 (y2 |y1, y0, u1, u0)

 !

:

Note that, for any π ∈ P(X), we have

J̃N
β (π, y2, y1, u1) � J̃N

β (π
∗, y2, y1, u1) � JN

β (π
∗, y2, y1, u1):

In particular, we have that

JN
β (π

∗, y2, y1, u1) � J̃N
β (π

�
1 (π

�
0 , y0, u0), y2, y1, u1):
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Hence, we can write the following:

| J̃N
β (ẑ0) � J∗β(ẑ0) | ≤ max

u1∈U
| ĉ(π∗, y1, y0, u0, u1) � ĉ(π�0 , y1, y0, u0, u1) |

+max
u1∈U
β

�
�
�
�
�

X

y2∈Y

JN
β (π

∗, y2, y1, u1)Pπ
∗

(y2 |y1, y0, u1, u0) �
X

y2∈Y

JN
β (π

∗, y2, y1, u1)Pπ
�
0 (y2 |y1, y0, u1, u0)

�
�
�
�
�

+max
u1∈U
β
X

y2∈Y

| J̃N
β (π

�
1 (π

�
0 , y0, u0), y2, y1, u1) � J∗β(π

�
1 (π

�
0 , y0, u0), y2, y1, u1) |Pπ

�
0 (y2 |y1, y0, u1, u0):

Note that, by the definition of ĉ, we have

| ĉ(π∗, y1, y0, u0, u1)� ĉ(π�0 , y1, y0, u0, u1) | ≤ ‖c‖∞‖Pπ
∗

(X1 ∈ · |y1, y0, u0)� Pπ�0 (X1 ∈ · |y1, y0, u0)‖TV:

If we denote ẑ1 � ((π�1 (π
�
0 , y0, u0), y2, y1, u1), using Lemma B.1, we can write

Eγπ�0 [ | J̃
N
β (ẑ0)� J∗β(ẑ0) | ] ≤ ‖c‖∞Eγπ�0 [‖P

π∗ (X1 ∈ · |Y1, Y0, U0)� Pπ�0 (X1 ∈ · |Y1, Y0, U0)‖TV]

+max
u1∈U
β‖JN
β ‖∞Eγπ�0 [‖P

π�0 (y2 |Y1, Y0, U1, U0)� Pπ∗ (y2 |Y1, Y0, U1, U0)‖TV]

+max
u1∈U
βEγπ�0

X

y2∈Y

| J̃N
β (ẑ1)� J∗β(ẑ1) |Pπ

�
0 (y2 |Y1, Y0, U1, U0)

" #

≤ (‖c‖∞ + β‖JN
β ‖∞)L0 +max

u1∈U
βEγπ�0

X

y2∈Y

| J̃N
β (ẑ1)� J∗β(ẑ1) |Pπ

�
0 (y2 |Y1, Y0, u1, U0)

" #

≤ (‖c‖∞ + β‖JN
β ‖∞)L0 + sup

γ̂∈Γ̂

βEγ̂π�0 [ | J̃
N
β (ẑ1)� J∗β(ẑ1) | ], 

where

Lt :� sup
γ̂∈Γ̂

Eγ̂π�0 [‖P
π�t (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])� Pπ∗ (Xt+N ∈ · |Y[t,t+N], U[t,t+N�1])‖TV]:

Then, following the same steps for Eγ̂π�0 [ | J̃
N
β (ẑ1)� J∗β(ẑ1) | ] and repeating the procedure, one can see that

Eγπ�0 [ | J̃
N
β (ẑ0)� J∗β(ẑ0) | ] ≤ (‖c‖∞ + β‖JN

β ‖∞)
X∞

t�0
βtLt:

Note that ‖JN
β ‖∞ ≤

‖c‖∞
1�β. Hence, we can conclude

Eγπ�0 [ | J̃
N
β (ẑ0)� J∗β(ẑ0) | ] ≤

‖c‖∞
(1� β)

X∞

t�0
βtLt: w 

Appendix C. Proof of Theorem 3
We let ẑ0 � (π�0 , y1, y0, u0). We denote the minimum selector for the approximate MDP by

uN
1 :� φ̃

N
(π�0 , y1, y0, u0) � φ

N(π∗, y1, y0, u0)

and write

Jβ(ẑ0, φ̃N
) � Jβ(π�0 , y1, y0, u0, φ̃N

)

� ĉ(π�0 , y1, y0, u0, uN
1 ) + β

X

y2∈Y

Jβ(π�1 (π
�
0 , y0, u0), y2, y1, uN

1 , φ̃N
)Pπ�0 (y2 |y1, y0, uN

1 , u0):
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Furthermore, we write the optimality equation for J̃N
β�as follows

J̃N
β (ẑ0) � ĉ(π∗, y1, y0, u0, uN

1 ) + β
X

y2∈Y

J̃N
β (π

�
1 (π

�
0 , y0, u0), y2, y1, uN

1 )P
π∗ (y2 |y1, y0, uN

1 , u0):

Hence, denoting ẑ1 :�
�
π�1 (π

�
0 , y0, u0), y2, y1, uN

1

�
and using Lemma B.1, we can write that

Eγ̂π�0 [ |Jβ(ẑ0, φ̃N
)� J̃N

β (ẑ0) | ] ≤ sup
γ̂∈Γ̂

Eγ̂π�0 [ | ĉ(π
�
0 , Y1, Y0, U0, U1)� ĉ(π∗, Y1, Y0, U0, U1) | ]

+ sup
γ̂∈Γ̂

Eγ̂π�0 β
X

y2∈Y

Jβ(ẑ1, φ̃N
)Pπ�0 (y2 |Y1, Y0, U1, U0)� β

X

y2∈Y

J̃N
β (ẑ1)Pπ

∗

(y2 |Y1, Y0, U1, U0)

" #

≤ ‖c‖∞ sup
γ̂∈Γ̂

Eγ̂π�0 [‖P
π∗ (X1 ∈ · |Y1, Y0, U0)� Pπ�0 (X1 ∈ · |Y1, Y0, U0)‖TV]

+ β‖J̃N
β ‖∞ sup

γ̂∈Γ̂

Eγ̂π�0 [‖P
π�0 (y2 |Y1, Y0, U1, U0)� Pπ∗ (y2 |Y1, Y0, U1, U0)‖TV]

+ β sup
γ̂∈Γ̂

Eγ̂π�0 [ | Jβ(ẑ1, φ̃N
)� J̃N

β (ẑ1) | ]

≤ ‖c‖∞L0 + β‖J̃
N
β ‖∞L0 + β sup

γ̂∈Γ̂

Eγ̂π�0 [ | Jβ(ẑ1, φ̃N
)� J̃N

β (ẑ1) | ]:

Following the same steps for Eγ̂π�0 [ | Jβ(ẑ1, φ̃N
)� J̃N

β (ẑ1) | ] and repeating the same procedure with ‖J̃N
β ‖∞ ≤

‖c‖∞
1�β, one can con-

clude that

Eγ̂π�0 [ | Jβ(ẑ0, φ̃N
)� J̃N

β (ẑ0) | ] ≤
‖c‖∞
(1� β)

X∞

t�0
βtLt: (C.1) 

Now, we go back to the theorem statement to write

Eγ̂π�0 [ | Jβ(ẑ0, φ̃N
) � J∗β(ẑ0) | ] ≤ Eγ̂π�0 [ | Jβ(ẑ, φ̃N

) � J̃N
β (ẑ) | ] + Eγ̂π�0 [ | J̃

N
β (ẑ) � J∗β(ẑ) | ]

≤
2‖c‖∞
(1 � β)

X∞

t�0
βtLt:

The last step follows from (C.1) and Theorem 2. w
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Kara and Yüksel: Finite Memory Q Learning for POMDPs 
2092 Mathematics of Operations Research, 2023, vol. 48, no. 4, pp. 2066–2093, © 2022 INFORMS 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

67
.1

93
.1

63
.2

6]
 o

n 
18

 M
ay

 2
02

4,
 a

t 0
7:

54
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 

https://arxiv.org/abs/2201.04735
https://arxiv.org/abs/2201.04735
https://arxiv.org/abs/1301.7380


[17] Li G, Wei Y, Chi Y, Gu Y, Chen Y (2020) Sample complexity of asynchronous Q-learning: Sharper analysis and variance reduction. 
Preprint, submitted June 4, https://arxiv.org/abs/2006.03041.

[18] Lin LJ, Mitchell TM (1992) Memory approaches to reinforcement learning in non-Markovian domains. Report, Carnegie Mellon University, 
Pittsburgh.

[19] Lovejoy W (1991) A survey of algorithmic methods for partially observed Markov decision processes. Ann. Oper. Res. 28:47–66.
[20] McCallum A (1997) Reinforcement learning with selective perception and hidden state. Unpublished doctoral dissertation, University of 

Rochester, NY.
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