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Abstract— This paper studies state estimation over noisy chan-
nels for stochastic non-linear systems. We consider three esti-
mation objectives, a strong and a weak form of almost sure
stability of the estimation error as well as quadratic stability in
expectation. For all three objectives, we derive lower bounds on
the smallest channel capacity C0 above which the objective can
be achieved with an arbitrarily small error. Lower bounds are
obtained via a dynamical systems (through a novel construction
of a dynamical system), an information-theoretic and a random
dynamical systems approach. The first two approaches show that
for a large class of systems, such as additive noise systems, C0 =
∞, i.e., the estimation objectives cannot be achieved via channels
of finite capacity. The random dynamical systems approach is
shown to be operationally non-adequate for the problem, since
it yields finite lower bounds C0 under mild assumptions. Finally,
we prove that a memoryless noisy channel in general constitutes
no obstruction to asymptotic almost sure state estimation with
arbitrarily small errors, when there is no noise in the system.

I. INTRODUCTION

State estimation over noisy channels is a first step towards

a complete theory of control of non-linear systems over noisy

channels. The results in this area have either almost exclusively

considered linear systems, or in the non-linear case only been

on deterministic systems over deterministic channels, with few

exceptions. State estimation over digital channels was studied

in [11], [14] for linear discrete-time systems in a stochastic

framework with the objective to bound the estimation error in

probability. In these works, the inequality

C ≥ H(A) :=
∑

λ∈σ(A)

max{0, nλ log |λ|} (1)

for the channel capacity C was obtained as a necessary and

almost sufficient condition. Here A is the dynamical matrix of

the system and the summation is over its eigenvalues λ with

multiplicities nλ.

Some relevant studies that have considered non-linear sys-

tems are the following. The papers [9], [15] and [13] studied

state estimation for non-linear deterministic systems and noise-

free channels. In [9], Liberzon and Mitra characterized the

critical bit rate C0 for exponential state estimation with a

given exponent α ≥ 0 for a continuous-time system on a

compact subset K of its state space. As a measure for C0, they

introduced a quantity named estimation entropy hest(α,K),
which coincides with the topological entropy on K when α =
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0, but for α > 0 is no longer a purely topological quantity.

Furthermore, they derived an upper bound R of hest(α,K) in

terms of α, the dimension of the state space and a Lipschitz

constant of the dynamical system. The paper [6] provided a

lower bound on hest(α,K) in terms of Lyapunov exponents

under the assumption that the system preserves a smooth mea-

sure. In [13], Matveev and Pogromsky studied three estimation

objectives of increasing strength for discrete-time non-linear

systems. For the weakest one, the smallest bit rate was again

shown to be equal to the topological entropy. For the other

ones, general upper and lower bounds were obtained which

can be computed directly in terms of the linearized right-hand

side of the equation generating the system. A further related

paper is [12], which studies state estimation for a class of

non-linear systems over noise-free digital channels and where

connections with topological entropy are established.

The rate-distortion function R(D) for a stochastic process

is a related information-theoretic performance metric. In the

information theory community, the study of problems on state

estimation has almost exclusively focused on stationary pro-

cesses. For a large class of such processes, the rate-distortion

function often admits a simple formula, referred to as a a
single-letter characterization. We also note that if the source

process is a finite-valued stationary and ergodic process, the

rate-distortion function with D = 0 reduces to the metric

entropy of the source. There have been few contributions in

the information theory literature on non-causal coding of non-

stationary/unstable sources. These have only, to our knowl-

edge, focused on Gaussian linear models: Consider the Gaus-

sian auto-regressive (AR) process xt = −
∑m

k=1 akxt−k+wt,

where {wt} is an i.i.d. zero-mean, Gaussian random sequence

with variance E[w2
t ] = σ2. The rate-distortion function (with

the distortion being the expected, normalized Euclidean error)

is given parametrically by the following [3]:

Dθ =
1

2π

∫ π

−π

min
(
θ,

1

g(w)

)
dw,

R(Dθ) =
1

2π

∫ π

−π

max
(1
2
log

1

θg(w)
, 0
)
dw

+

m∑
k=1

1

2
max

(
0, log(|ρk|2)

)
,

where g(w) = 1
σ2 |1+

∑m
k=1 ake

−ikw|2 and {ρk} are the roots

of the polynomial H . We may emphasize that the second term

on the right-hand side of the equation is exactly the topological

entropy for a linear system with eigenvalues ρk.

We also note that the above formulation is what is known
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as a non-causal construction. When one also inserts causality

constraints, the problem typically becomes far more challeng-

ing, even when the source process is an i.i.d. process, because

in this case the optimization problem becomes non-convex (see

e.g. [10],[19, Ch. 5]).

A related problem is the control of stochastic non-linear

systems over communication channels. This problem has been

studied in few publications, and mainly only for determin-

istic systems or deterministic channels. Recently, [18] stud-

ied stochastic stability properties for a more general class of

stochastic non-linear systems building on information-theoretic

bounds and Markov-chain-theoretic constructions, however these

bounds do not distinguish between the unstable and stable

components of the tangent space associated with a dynamical

non-linear system, except for the linear system case. Our pa-

per here provides such a refinement, but only for estimation

problems and in the low-distortion regime.

The proofs of the results presented in this paper can be

accessed at [7].

II. PRELIMINARIES

a) Notation and definitions: All logarithms in this paper

are taken to the base 2. An important concept used in the

paper is the topological entropy of a dynamical system (see,

e.g., [5]). The topological entropy quantifies the average expo-

nential divergence rate of nearby trajectories, and as such is a

measure for the total exponential orbit complexity. Its precise

definition is as follows.

If f : X → X is a continuous map on a metric space (X, d),
and K ⊂ X is compact, we say that E ⊂ K is (n, ε; f)-
separated for some n ∈ N and ε > 0 if for all x, y ∈ E
with x �= y, d(f i(x), f i(y)) > ε for some i ∈ {0, 1, . . . , n −
1}. We write rsep(n, ε,K; f) for the maximal cardinality of

an (n, ε; f)-separated subset of K and define the topological

entropy htop(f,K) of f on K by

hsep(f, ε;K) := lim sup
n→∞

1

n
log rsep(n, ε,K; f),

htop(f,K) := lim
ε↓0

hsep(f, ε;K).

If X is compact and K = X , we also omit the argument K and

call htop(f) the topological entropy of f . Alternatively, one

can define htop(f,K) using (n, ε)-spanning sets. A set F ⊂ X
(n, ε)-spans another set K ⊂ X if for each x ∈ K there is

y ∈ F with d(f i(x), f i(y)) ≤ ε for i = 0, 1, . . . , n−1. Letting

rspan(n, ε,K; f) (or rspan(n, ε,K) if the map f is clear from

the context) denote the minimal cardinality of a set which

(n, ε)-spans K, the topological entropy of f on K satisfies

htop(f,K) = limε↓0 lim supn→∞
1
n log rspan(n, ε,K; f).

If f : X → X is a measure-preserving map on a probability

space (Ω,F , μ), i.e., μ(f−1(F )) = μ(F ) for all F ∈ F , its

metric entropy hμ(f) is defined as follows. Let A be a finite

measurable partition of X . Then the entropy of f w.r.t. A is

defined by hμ(f ;A) := limn→∞
1
nHμ

(∨n−1
i=0 f−iA

)
. Here

∨
denotes the join operation, i.e.,

∨n−1
i=0 f−iA is the partition of

X consisting of all intersections of the form A0 ∩ f−1(A1)∩

. . . ∩ f−n+1(An−1) with Ai ∈ A. For any partition B of

X , Hμ(B) = −∑
B∈B μ(B) logμ(B). The metric entropy

of f is then defined by hμ(f) := supA hμ(f ;A), where the

supremum is taken over all finite measurable partitions of X .

Topological and metric entropy are related to each other via

the variational principle: For a continuous map f on a compact

metric space X , htop(f) = supμ hμ(f), where the supremum

is taken over all f -invariant Borel probability measures.

Throughout the paper, we assume that all random variables

are modeled on a common probability space (Ω,F , P ). We

will also use several concepts from information theory, which

will not be defined here but are available at [7].

b) Stochastic networked systems and estimation objec-
tives: In this paper, we consider non-linear noisy systems

given by an equation of the form

xt+1 = f(xt, wt). (2)

Here xt is the state at time t and (wt)t∈Z+
is an i.i.d. sequence

of random variables with common distribution wt ∼ ν, mod-

eling the noise. In general, we assume that f : X×W → X is

a Borel measurable map, where X and W are Polish spaces,

so that for any w ∈W the map f(·, w) is a homeomorphism

of X . We further assume that x0 is a random variable on

X with an associated probability measure π0, independent

of (wt)t∈Z+
. We use the notations fw : X → X , fw(x) =

f(x,w) and fx : W → X , fx(w) = f(x,w).
This system is connected over a noisy channel of finite

capacity to an estimator, as shown in Fig. 1. The estimator has

access to the information it has received through the channel.

A source coder maps the source symbols (i.e., state values) to

corresponding channel inputs. The channel inputs are trans-

mitted through the channel. We assume that the channel is a

discrete channel with input alphabet M and output alphabet

M′.

SYSTEM CODER CHANNEL ESTIMATOR
xt qt q′t

x̂t

q′t

Fig. 1: Estimation over a noisy channel with feedback

We refer by a Coding Policy Π, to a sequence of functions

(γe
t )t∈Z+

which are causal such that the channel input at time

t, qt ∈ M, under Π is generated by a function of its local

information, i.e. qt = γe
t (Iet ), where Iet = {x[0,t], q

′
[0,t−1]}

and qt ∈ M, the channel input alphabet given by M =
{1, 2, . . . ,M}, for 0 ≤ t ≤ T − 1. Here, we use the notation

x[0,t−1] = {xs, 0 ≤ s ≤ t− 1} for t ≥ 1.

The channel maps qt to q′t in a stochastic fashion so that

P (q′t|qt, q[0,t−1], q
′
[0,t−1]) is a conditional probability measure

on M′ for all t ∈ Z+. If this expression equals P (q′t|qt), the

channel is said to be memoryless, i.e., the past variables do

not affect the channel output q′t given the current input qt.
The receiver, upon receiving the information from the chan-

nel, generates an estimate x̂t at time t, also causally: An
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admissible causal estimation policy is a sequence of functions

(γd
t )t∈Z+ such that x̂t = γd

t (q
′
[0,t]) with

γd
t : (M′)t+1 → X, t ≥ 0.

For a given ε > 0, we denote by Cε the smallest channel

capacity above which there exist an encoder and an estimator

so that one of the following estimation objectives is achieved:

(E1) Eventual almost sure stability of the estimation error:

There exists T (ε) ≥ 0 so that

sup
t≥T (ε)

d(xt, x̂t) ≤ ε a.s. (3)

(E2) Asymptotic almost sure stability of the estimation error:

P
(
lim sup
t→∞

d(xt, x̂t) ≤ ε
)
= 1. (4)

(E3) Asymptotic quadratic stability of the estimation error in

expectation:

lim sup
t→∞

E[d(xt, x̂t)
2] ≤ ε. (5)

It is easy to see that (3) implies (4) and (5). On the other

hand, (4) and (5) do not imply one another in general.

The primary goal of the paper is to find Cε and in particular

C0 := lim
ε↓0

Cε. (6)

Observe that this limit exists as a number in [0,∞], since Cε

is non-decreasing as ε ↓ 0.

III. BOUNDS THROUGH A DYNAMICAL SYSTEMS

APPROACH

In this section, we assume that the channel is noiseless.

Under this assumption, we provide lower bounds of C0 for

the estimation objectives (3) and (4).

We consider the space XZ+ of all sequences in X , equipped

with the product topology. We write x̄ = (x0, x1, x2, . . .) for

the elements of XZ+ . A natural dynamical system on XZ+

is the shift map θ : XZ+ → XZ+ , (θx̄)t ≡ xt+1, which is

continuous with respect to the product topology. An analogous

shift map is defined on WZ+ and denoted by ϑ.

Observing that the sequence of random variables (xt)t∈Z+

forms a Markov chain, the following lemma shows how a

stationary measure of this Markov chain defines an invariant

measure for θ.

Lemma 3.1: Let π be a stationary measure of the Markov

chain (xt)t∈Z+
. Then an invariant Borel probability measure

μ for θ is defined on cylinder sets by

μ(B0 ×B1 × · · · ×Bn ×X [n+1,∞))

:=

∫
B0×···×Bn

π(dx0)P (dx1|x0)P (dx2|x1) · · ·P (dxn|xn−1),

where B0, B1, . . . , Bn are arbitrary Borel sets in X . Here

P (xn+1 ∈ B|xn = x) = P (f(xn, w) ∈ B|xn = x).

The support of μ is contained in the closure of the set of all

trajectories, i.e., suppμ ⊂ clT with

T :=
{
x̄ ∈ XZ+ : ∃wt ∈W s.t. xt+1 ≡ f(xt, wt), t ∈ Z+

}
.

Theorem 3.1: Consider the estimation objective (3) for an

initial measure π0 which is stationary under the Markov chain

(xt)t∈Z+ . If suppμ is not compact, we have C0 =∞. Other-

wise,

C0 ≥ htop(θ|suppμ).

As a consequence, the metric entropy of θ with respect to μ
is also a lower bound of C0.

Remark 3.1: To make the statement of the theorem clearer,

let us consider the two extreme cases when there is no noise

and when there is only noise: (i) If the system is deterministic,

i.e., xt+1 = f(xt) for a homeomorphism f : X → X of a

compact metric space X , then π0 is an invariant measure of

f . Moreover, P (xt ∈ B|xt−1 = x) = 1 if f(x) ∈ B and 0
otherwise, implying

μ(B0 ×B1 × · · · ×Bn ×X [n+1,∞))

= π0

(
B0 ∩ f−1(B1) ∩ f−2(B2) ∩ . . . ∩ f−n(Bn)

)
.

From this expression, we see that the support of μ is contained

in the set T of all trajectories of f (which in this case coincides

with its closure). The map h : T → X defined by h(x̄) := x0,

is easily seen to be a homeomorphism, which conjugates θ|T
and f . That is, the following diagram commutes:

T θ−−−−→ T

h

⏐⏐
⏐⏐h

X −−−−→
f

X

Since μ(h−1(·)) = π0(·) and conjugate systems have the same

entropy, our theorem implies

C0 ≥ htop(f ; suppπ0).

The right-hand side of this inequality is finite under mild

assumptions. These conditions are in particular satisfied if f is

a diffeomorphism on a finite-dimensional manifold. However,

one should be aware that even on a compact interval there

exist continuous maps with infinite topological entropy on the

support of an invariant measure.

(ii) Assume that X = W is compact and the system is

given by xt+1 = wt, i.e., the trajectories are only determined

by the noise. In this case, with π0 := ν, the measure μ
is the product measure νZ+ . Hence, C0 is bounded below

by the topological entropy of the shift on WZ+ restricted to

supp νZ+ = (supp ν)Z+ . This number is finite if and only if

supp ν is finite and in this case is given by log | supp ν|.
If the system is not deterministic, then usually C0 =∞. In

fact, this is always the case when the noise can be recovered

from the state trajectory [7] to a sufficiently large extent. The

following corollary treats the case, when the noise can be

recovered completely from the state trajectory.

Corollary 3.1: Additionally to the assumptions in Theorem

3.1, suppose that W and X are compact and fx : W → X
is invertible for every x ∈ X so that (x, y) �→ (fx)−1(y) is

continuous. Then

C0 ≥ htop(Φ|supp(π0×νZ+ )) ≥ htop(ϑ|supp νZ+ ), (7)
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where Φ : X ×WZ+ → X ×WZ+ is the skew-product map

(x, w̄) �→ (fw0(x), ϑw̄). As a consequence, C0 =∞ whenever

supp ν contains infinitely many elements.

Remark 3.2: One might wonder why it is not immediate

that C0 = ∞, since we want to achieve a state estimate of

arbitrarily small error from information sent through a fixed

channel. Indeed, it would be obvious that C0 = ∞ (if X is

infinite) if instead of (3) we wanted to achieve d(xt, x̂t) ≤ ε
almost surely for t ≥ 0. Since we are allowing a waiting time

T (ε), however, it becomes possible to achieve the estimation

objective with a channel of finite capacity for most determin-

istic systems. This is shown in [15] and Theorem 6.1 below.

For the asymptotic estimation objective (4) we can prove

the following result.

Theorem 3.2: Consider the estimation objective (4) for an

initial measure π0 which is stationary and ergodic under the

Markov chain (xt)t∈Z+ . Then, if suppμ is compact,

C0 ≥ hμ(θ).

IV. AN INFORMATION-THEORETIC VIEW

In this section, we again allow noise in the channel and

assume that X = R
N . We provide further impossibility results

via information-theoretic methods. These results will shed more

light on the precise conditions that force C0 to be infinite.

Theorem 4.1: Consider system (2) with state space X =
R

N . Suppose that

lim sup
T→∞

1

T

T−1∑
t=1

h(xt|xt−1) > 0

and h(xt) < ∞ for all t ∈ Z+. Then, under (5) (and thus

under (3)),

Cε ≥
(
lim inf
T→∞

1

T

T−1∑
t=1

h(xt|xt−1)

)
− N

2
log(2πeε).

In particular, C0 =∞.

The proof of the above theorem, given in [7], in part builds

on what is known as Shannon’s Lower Bounding technique

(see e.g. [10]).

For the asymptotic almost sure criterion (4) for additive

noise systems on R
N we have the following theorem.

Theorem 4.2: Suppose that X = W = R
N and the system

is given by xt+1 = f(xt) + wt, where the noise measure ν
admits a bounded density which is positive everwhere. Then,

under (4), C0 =∞.

V. A RANDOM DYNAMICAL SYSTEMS VIEW

In this section, the system (2) is viewed as a random dy-

namical system (briefly an RDS). We present a result showing

that the metric entropy of the RDS is a lower bound on C0 for

the objective (4), and hence also for (3), under the assumption

of a compact state space and a noiseless channel.

To this end, we first build a random dynamical system

associated to the equation (2). The base space is defined as

B := WZ+ ; for its elements we use the notation w̄ = (wt)t≥0.

The σ-field on B is the product field of the Borel σ-field on W

(generated by cylinder sets), and the measure on this space is

νZ+ , the corresponding product measure of ν. The dynamics

on B is given by the left shift operator (θw̄)t = wt+1, which

preserves the measure νZ+ and is easily seen to be ergodic. A

random dynamical system over θ is given by

ϕ(t, w̄)x := fwt−1 ◦ · · · ◦ fw1 ◦ fw0(x),

ϕ : Z+ ×B → Homeo(X).

The associated skew-product transformation is given by

Φ : Z+ ×B ×X → B ×X,

(t, (w̄, x)) �→ Φt(w̄, x) = (θtw̄, ϕ(t, w̄)x).

We actually work with a time-invertible extension of ϕ, which

replaces B with B∗ := WZ (two-sided sequences) endowed

with the measure νZ and the shift operator θ∗ on two-sided

sequences. Since fw is invertible by assumption for every w ∈
W , it is evident that also the cocycle ϕ over (B, θ) can be

extended to a cocycle ϕ∗ : Z× B∗ ×X → X over (B∗, θ∗).
For simplicity, we drop the superscript ∗ again and just write

(θ, ϕ) for the time-invertible extension.

Consider a probability measure μ on B×M , invariant under

the time-1-map Φ1 : B ×M → B ×M , with marginal νZ on

B. Then μ is called a ϕ-invariant measure.

The general definition of the metric entropy hμ(ϕ) of an

RDS ϕ with respect to an invariant measure μ can be found

in [2]. In the proof of the following theorem we use a charac-

terization of hμ(f) for ergodic measures μ due to Katok [4],

which was generalized to RDS by Zhu [20].

Theorem 5.1: Consider the objective (4) to be achieved for

an initial measure π0 which is equivalent to an ergodic measure

π of the Markov chain {xt}t≥0. Then there exists an ergodic

measure μ for the RDS ϕ such that hμ(ϕ) <∞ implies

C0 ≥ hμ(ϕ).
It should be mentioned that the metric entropy hμ(ϕ) can be

expressed in terms of the positive Lyapunov exponents of the

RDS ϕ, given that the state space is a smooth manifold and the

system satisfies some regularity assumptions. In particular, this

includes that f is twice differentiable w.r.t. x and the invariant

measure μ satisfies the so-called SRB property, cf. [8].

VI. ALMOST SURE ESTIMATION FOR NOISE-FREE SYSTEMS

In this section, we consider the estimation objective (4) in

the case when there is only noise in the channel, but not in

the source.

A. A general result for non-linear systems

The following result shows that in case of a noise-free

system, the topological entropy provides an upper bound on

C0 for the objective (4). The proof uses similar arguments as

employed in [13] for the case of a noiseless channel.

Theorem 6.1: Consider a non-linear deterministic system

xt+1 = f(xt) on a compact state space X , estimated via a

discrete memoryless channel (DMC). Then, for the asymptotic

estimation objective (4), C0 ≤ htop(f).
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The proof of the result crucially depends on the fact that

the system is deterministic and is admittedly impractical to

implement. For noise-free linear systems there exist stationary

policies which guarantee the almost sure estimation criterion,

studied in the following.

B. Refinement for linear systems

We consider a noiseless linear system

xt+1 = Axt (8)

with xt ∈ R
N . The following result gives a positive answer

to the question whether the estimation objective (4) can be

achieved, when no noise is present in the system, via an era-

sure channel of finite capacity. Recall that such a channel has

M = {0, 1} and M′ = {0, 1, e}, with

P (q′|q) = (1− p)1{q′=q} + p1{q′=e},

where e denotes the erasure symbol and p is the erasure prob-

ability.

Theorem 6.2: Consider system (8) estimated over a mem-

oryless erasure channel with finite capacity. Then, for (4), we

have

C0 ≤
∑
|λi|>1

log(�|λi|�). (9)

Sahai and Mitter [17, Corollary 5.3, Theorem 4.3] show

that for a discrete memoryless channel indeed it suffices that

C >
∑
|λi|≥1 log(|λi|) for the existence of encoder and con-

troller policies leading to stochastic stability. This result is in

agreement with Theorems 6.1 and 6.2.

VII. AN EXAMPLE

In this section, we illustrate the concepts and results of the

paper with an example.

Example 7.1: Consider the diffeomorphism fA : T2 → T
2

on the 2-torus T
2 = R

2/Z2, induced by the linear map

A =

(
2 1
1 1

)
, (10)

i.e., fA(x + Z
2) = Ax + Z

2. Note that the inverse of fA is

given by fA−1 , which is well-defined, since detA = 1. The

map fA is known as Arnold’s Cat Map, and is probably the

simplest example of an Anosov diffeomorphism.

Since detDfA(x) ≡ detA ≡ 1, the map fA is area-preserving.

The eigenvalues of the matrix A are given by

γ1 = −3

2
− 1

2

√
5 and γ2 = −3

2
+

1

2

√
5

and satisfy |γ1| > 1, |γ2| < 1. It is well-known that both

the topological entropy and the metric entropy of fA with

respect to Lebesgue measure are given by log |γ1| > 0. Hence,

Theorem 6.1 yields

C0 ≤ log

∣∣∣∣−3

2
− 1

2

√
5

∣∣∣∣ ≈ 1.3885

for the objective (4) to be achieved over a DMC.

Now, suppose we have additive noise for the cat map, so that

fA(x+Z
2) = Ax+w+Z

2, with w ∼ ν which admits a density

supported on T
2. In this case, the map fx : T2 → T

2, w �→
Ax + w is invertible and (x, y) �→ (fx)−1(y) = y − Ax is

continuous. By Corollary 3.1, C0 =∞ for the estimation ob-

jective (3), under a stationary initial measure. For the objective

(4) it can be shown that, under corresponding initial measure

conditions, Theorem 3.2 leads to C0 =∞, whereas Theorem

5.1 leads to a lower bound of log
∣∣− 3

2 − 1
2

√
5
∣∣.

VIII. CONCLUSION

In this paper, we considered three estimation objectives for

stochastic non-linear systems xt+1 = f(xt, wt) with i.i.d. noise

(wt), assuming that the estimator receives state information via

a noisy channel of finite capacity.
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[7] C. Kawan and S. Yüksel. Entropy bounds on state estimation for
stochastic non-linear systems under information constraints. arXiv
preprint arXiv:1612.00564, 2016.

[8] F. Ledrappier and L.-S.Young. Entropy formula for random transforma-
tions. Probability theory and related fields, 80(2):217–240, 1988.

[9] D. Liberzon and S. Mitra. Entropy and minimal data rates for state
estimation and model detection. In Proceedings of the 19th International
Conference on Hybrid Systems: Computation and Control, pp. 247–256.
ACM, 2016.

[10] T. Linder and R. Zamir. Causal coding of stationary sources and
individual sequences with high resolution. IEEE Transactions on
Information Theory, 52:662–680, February 2006.

[11] A. S. Matveev. State estimation via limited capacity noisy communica-
tion channels. Mathematics of Control, Signals, and Systems, 20:1–35,
2008.

[12] A. V. Savkin. Analysis and synthesis of networked control systems:
Topological entropy, observability, robustness and optimal control. Au-
tomatica, 42:51–62, 2006.

[13] A. S. Matveev and A. Y. Pogromsky. Observation of nonlinear systems
via finite capacity channels: Constructive data rate limits. Automatica,
70:217–229, 2016.

[14] A. S. Matveev and A. V. Savkin. Estimation and Control over
Communication Networks. Birkhäuser, Boston, 2008.
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